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Richard Charles Heyser, 1931-1987: A Retrospect

I was a college student and a neophyte in the audio 
world when I was introduced to Dick Heyser at an 
AES Los Angeles Section meeting in 1966. It was 
immediately apparent to me that he was someone 
special. Dick went out of his way to share his knowledge 
and enthusiasm with everyone, inspiring us to contin­
ually learn and understand more. Invariably he would 
stay late after the meetings to answer our questions 
about audio and, of course, to talk about time delay 
spectrometry (TDS). He would often begin “over our 
heads,” but once he realized that he would shift gears 
to a more basic approach.

Dick was immensely gifted and, at the same time, 
genuinely modest about his talents and extensive 
achievements. In 1953, he obtained a B.S.E.E. degree 
from the University of Arizona. That year he was also 
awarded the Charles LeGeyt Fortescue Fellowship for 
advanced studies, which led to three years of post­
graduate work at the California Institute of Technology. 
The fellowship was just the first of many honors Dick 
would receive during his 31-year career as a research 
engineer at Cal Tech’s Jet Propulsion Laboratory 
(JPL).

His countless accolades and accomplishments have 
been cited in Who’s Who in Technology, Distinguished 
Americans o f the West and Southwest, and Who’s 
Who in the West. He held nine patents in the audio 
and medical fields. A fellow of both the Audio Engi­
neering Society and the Acoustical Society of America, 
Dick was also a member of IEEE, Tau Beta Phi, the 
Hollywood Sapphire Club, and a number of other or­
ganizations. He was a recipient of the AES Silver 
Medal for his development of TDS and selected as 
the 1986 Sound and Video Contractor’s Person of the 
Year. Shortly before the illness that culminated in his 
death, he became president-elect of the AES.

Dick was a prolific writer whose work appeared in 
such publications as The Proceedings of the IREE 
(Australia), Radiology, and The Proceedings of the

Aerospace Medical Association. He wrote many re­
views and articles as a senior editor of Audio magazine, 
and a considerable number of his papers were pub­
lished in the Journal of the Audio Engineering Society. 
It was in the October 1967 issue of the Journal that 
he introduced TDS— and the Heyser Transform, as 
it is becoming known— to the world.

TDS instrumentation has since proved its validity 
over time and in a variety of applications as a powerful 
tool for acoustical analysis and design. In medical 
research, TDS has been used to make ultrasound 
measurements for the identification of diseased soft 
tissue. Dick’s ultrasound imaging project garnered 
several major grants and was staffed by five senior 
people at JPL. As a result, JPL’s ultrasound lab was 
ranked one of the best in the country.

TDS has also been utilized in ultrasound measure­
ments of the ocean floor. On a cruise of the Pacific, 
the ship Sea Sounder sailed along the Western U.S. 
Coast, from California to Alaska, to conduct an ex­
periment for the National Science Foundation. A syn­
thetic aperture device, dubbed a “fish,” was lowered 
into the water for the purpose of collecting detailed 
images and information on ocean bottom sediment, 
troughs, and earthquake faults.

It is in the fields of acoustics and audio engineering 
that TDS has been applied most extensively. TDS has 
had a powerful effect on the design of diffusors; in­
dividual pieces of equipment, such as loudspeakers, 
microphones, and amplifiers; and the initial design 
and redesign of sound reinforcement systems, as well 
as audio control rooms, recording studios, and concert 
halls. In short, TDS has helped to unlock the definition 
of good acoustics.

This anthology consists of 32 writings on TDS audio. 
Of the works known to exist, only those clearly 
redundant— for example, a preprint that later became 
a JAES article— are not included. Three of the writings 
are, in actuality, authors’ replies to comments on papers
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previously published in the Journal. For the sake of 
clarity, the comments are also published here.

An anthology can be organized in several ways. 
Since so many of Dick’s articles are interrelated, I 
have chosen to present them chronologically. This is 
intended to facilitate the study of readers interested 
in the historical perspective— the evolvement of the 
technique and its ramifications— and to present no 
great hindrance to those wishing to explore specific 
aspects of TDS. The bibliography, which covers Dick's 
known works and related writings, has been divided 
into major subject categories and is chronological within 
those categories.

I deeply appreciate the efforts of those who assisted 
in the collection of material for the bibliography: Don 
and Carolyn Davis, who issued a request for listings 
of Dick’s papers and forwarded the replies to me; 
Phillippe C. Troilliet, who generously responded with 
10 pages of titles, dates, and pertinent facts; and others 
who took time to send similar information.

A special debt is owed to Dr. Dennis H. Le Croissette, 
Dick’s closest and oldest colleague at JPL. Dr. Le 
Croissette urged him to begin writing a composite 
paper that would summarize his latest thoughts on 
TDS and would better serve as a reference paper. 
After Dick’s death, Dr. Le Croissette was asked and 
graciously agreed to serve as editor of this paper prior 
to its inclusion in this anthology.

Along with the edited manuscript, Dr. Le Croissette 
sent a letter describing his perspective on Dick’s TDS 
work. I have, with his permission, reproduced here 
much of what he expressed. Dr. Le Croissette wrote:

The paper, “Fundamental Principles and Some Ap­
plications of Time Delay Spectrometry," by the late 
Richard C. Heyser, summarizes 25 years of his work 
in the fields of audio engineering measurement and 
analysis.

In the early 1960s, Dick Heyser became interested in 
measuring the characteristics of loudspeakers in his 
personal laboratory. Since he did not have access to 
an anechoic chamber, he devised an electronic method 
of measuring the free-field response of the speaker 
in a reverberant setting. This ingenious method em­

ployed a coherent swept-frequency technique which 
he called time delay spectrometry.

Over the years, Heyser recognized that his original 
concept had opened up a number of avenues leading 
to improved measurement and analysis of wave prop­
agation. Although his original intent was the purely 
practical one of loudspeaker measurements, he soon 
began to sense and delve into the mathematical im­
plications of his system. The relationship between 
time and frequency domains was his initial concern, 
but he also realized that TDS offered a window to 
view events in many different frames of reference. 
Following this same train of thought he investigated 
the differences that had been noted between so-called 
“objective” conventional signal analysis and the “sub­
jective” appreciation of recorded sound.

From 1955 until his untimely death in 1987 Dick Heyser 
was employed by JPL. In his work environment, he 
was involved for many years in the design and de­
velopment of television systems used on the nation’s 
unmanned space probes in the exploration of deep 
space. In recent years he applied the TDS technique, 
developed in his “spare time” to medical ultrasound 
imaging and to a series of underwater sound mea­
surements.

His composite paper explains his initial interest in the 
field, shows how it developed, and contains his latest 
thoughts on his multiple domain theory and his concept 
of alternatives. In addition, he summarized his work 
on four applications of TDS: loudspeaker evaluation, 
testing of microphones, underseas imaging, and med­
ical ultrasound.

TDS was first published in the Journal in 1967.1 believe 
that his last words on this subject as given in this 
paper are also worthy of study by the acoustic com­
munity: Dick Heyser was always ahead of his time.

This anthology serves not only as a memorial to 
Dick’s work with TDS but also as fundamental material 
for future developments in audio. Let us make the 
most of his legacy.

John R. Prohs 
Guest Editor 

1988 September
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Richard C. Heyser 1931-1987

Richard C. Heyser was an active member of the AES 
for almost three decades. He served as a governor 
of the society from 1983 to 1984 and was prominent 
in numerous society activities. At various times he 
held all of the elected positions of the Los Angeles 
Section. In 1986 he was voted president-elect of the 
society.

Heyser was born in 1931 in Chicago, Illinois. He 
attended the University of Arizona, where he received 
a B.S.E.E. degree in 1953. Awarded a Charles LeGeyt 
Fortescue Fellowship for advanced studies, he earned 
an M.S.E.E. degree from the California Institute of 
Technology in 1954. He spent the next two years 
doing postgraduate work at the California Institute of 
Technology. In 1956 he joined the Jet Propulsion Lab­
oratory of the California Institute of Technology in 
Pasadena, California, where he became a member 
of the technical staff. His work involved communication 
and instrumentation design for all major space pro­
grams at JPL, beginning with the conceptual design 
of America’s first satellite, Explorer I. Later, he was 
involved in the application of coherent spread spectrum 
techniques to improving underwater sound research 
and medical ultrasound imaging.

In addition to his work at JPL, Mr. Heyser maintained 
a personal laboratory where he conducted research 
on audio and acoustic measurement techniques. This 
effort resulted in a number of papers published in the 
Journal o f the Audio Engineering Society and else­
where. He was awarded nine patents in the field of 
audio and communication techniques, including time 
delay spectrometry. Heyser was a reviewer for the 
Journal and a member of the Publications Policy 
Committee of the AES. He also was active in the 
society’s standards work, serving as chairman of the 
Audio Polarity Committee. As a senior editor of Audio 
magazine he was responsible for the loudspeaker re­

views of that publication for the past 12 years. He was 
a member of the IEEE, a fellow of the Audio Engineering 
Society, and the recipient of its Silver Medal Award 
in 1983. He was also a fellow of the Acoustical Society 
of America and a member of the Hollywood Sapphire 
Club. He is listed in Who’s Who in the West, Who’s 
Who in Technology, and Distinguished Americans of 
the West and Southwest.
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Reprinted from JAES, vol. 15, no. 4, pp. 370-382, 1967 October.

Acoustical Measurements by Time Delay Spectrometry*

RICHARD C. HEYSER

California Institute o f  Technology, Jet Propulsion Laboratory, Pasadena, California

A  new acoustical measurement technique has been developed that provides a solution 
for the conflicting requirements of anechoic spectral measurements in the presence of 
a reverberant environment. This technique, called time delay spectrometry, recognizes 
that a system-forcing function linearly relating frequency with time provides spatial 
discrimination of signals of variable path length when perceived by a frequency-tracking 
spectrum analyzer.

INTRODUCTION It is a credit to  technical persever­
ance that the electronic subsystems which make up an 
audio  installation have been brought to  a high state of 
perfection. It is possible not only to  predict the theo­
retical perform ance of a  perfect electronic subsystem, 
but to  measure the deviation of the perform ance of an 
existing subsystem from  that perfect goal. The capa­
bility of measuring perform ance against an ideal model 
and of predicting the outcom e for arb itrary  signals is 
taken for granted. Yet the very acoustical signals which 
are both the source and product o f our labors seldom 
have sufficient analysis to  predict perform ance with com ­
parable analytical validity. The m easurem ent of even 
the simpler param eters in an actual acoustical system 
m ay be laborious at best. There exists, in fact, very little 
instrum entation for fundam ental m easurem ents which 
will allow prediction of perform ance under random  
stimuli. It is the intent o f this paper to describe a new 
acoustical measurem ent technique which allows “on- 
location” measurem ent o f many acoustical properties 
that normally require the use of anechoic facilities. A 
new acoustical model of a room is also introduced as a 
natural by-product o f this technique. W ith this model 
substantial objects m ay be selectively analyzed for their 
effect on sound in the room.

The acoustic testing process to be described relies 
heavily on electronic circuit techniques which may not 
be familiar to  acousticians. As a brief review of funda­
m ental principles it will be recalled that in linear elec­
tronic circuit analysis the concept o f superposition per­
mits complete analytical description of circuit response 
under the influence of any driving function which is 
describable as a distribution of sinusoids. Each sinusoid 
in the distribution will possess a unique amplitude and

* Presented October 16, 1967 at the 33rd Convention of 
the Audio Engineering Society, New York.

time rate of change of angle or frequency, and will pro­
duce a network response which is in no way dependent 
on the existence of any o ther sinusoid. The response of 
a network at any particular frequency is therefore ob­
tained quite simply by feeding in a sinusoid of the desired 
frequency and com paring the phase and amplitude of 
the output of a  network with its input. The response of 
a network to  all frequencies in a distribution will then 
be the linear superposition of the network response to 
each frequency. The response of a network to all pos­
sible sinusoids of constant am plitude and phase is called 
the frequency response of that network. The frequency 
response is in effect the spectrum  of frequency distribu­
tion of network response to a normalized input. Cascad­
ing of linear networks will involve complex multiplication 
of the frequency response of each included network to 
obtain an overall response. An analytical solution to 
such a com bination may then be readily obtained from 
this overall frequency response.

The equivalent frequency response of an acoustical 
system should, in principle, be the comparable value in 
analyzing resultant perform ance. The processes of sound 
generation, reflection, transmission, and absorption all 
have their counterparts in network theory. It is well 
known, however, that any attem pt at utilizing a simple 
sinusoid driving function on a real-world acoustical 
system will lead to  more confusion than insight. Any 
object with dimensions com parable to  a spatial wave­
length of the sinusoid signal will react to  the signal and 
become an undesired partner in the experiment. Further­
more, since the velocity of sound in the various media 
prevents instantaneous com munication, time enters into 
the measurem ent in the form of standing wave patterns 
which will be different for each applied frequency. For 
those acoustical subsystems for which a single frequency 
response might be meaningful, such as loudspeakers, 
microphones, or certain acoustical surfaces, special (and 
expensive) anechoic test areas are utilized in an attem pt
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to remove acoustically any object that might interfere 
with the m easurem ent. U nfortunately there are many 
acoustical situations for which such a measurem ent ap­
pears to be impossible o r even meaningless. A single 
frequency response of an auditorium , for example, will 
be of no use in evaluating the “sound” of the auditorium 
as perceived by an observer. The large num ber of re­
flecting surfaces give a tim e-of-arrival pattern  to any 
attem pted steady-state m easurem ent which prevents ana­
lytical prediction of response to time-varying sound 
sources. Clearly an auditorium  has not a single frequency 
response, o r spectral signature, but rather a linear super­
position of a large num ber o f spectral responses, each 
possessing a different time of arrival.

H ere we have the essence of m any real-world acoustical 
m easurem ent problems. It is not a single frequency 
response that must be measured but a m ultiplicity of 
responses each of which possesses a different time delay. 
The room in which an acoustical m easurem ent is made 
simply adds its own series o f spectral responses, which 
may m ask the desired m easurem ent. Selection of the 
proper responses will yield a  set completely defining the 
acoustical system under test so long as superposition is 
valid. Conversely, once the entire set o f spectra are 
known along with the tim e delay for each spectrum it 
should be analytically possible to characterize the acous­
tical system for any applied stimulus. T raditional steady- 
state techniques of m easurem ent are unable to separate 
the spectra present in a norm al environm ent since a signal 
response due to a reflection off a surface differs in char­
acter from  a m ore direct response only in  the tim e of 
arrival following a deliberately injected transient. In  the 
discussion to  follow a  m ethod o f  time-delay spectrometry 
will be developed which allows separation and m easure­
ment of any particular spectral response of an acoustic 
system possessing a m ultiplicity of tim e-dependent spec­
tral responses. A practical implementation of this tech­
nique will be outlined using presently available instru­
ments. Analytical verification of the technique will be 
developed and a discussion included on acoustical meas­
urem ents now made possible by this technique.

EVOLUTION OF MEASUREMENT TECHNIQUE
In evolving the concept of time-delay spectrom etry it 

will be instructive first to consider a very simple m easure­
ment and then to progress by intuitive reasoning to the 
general case. Assume that it is desired to  obtain the 
free-field response of a loudspeaker situated in a  known 
reverberant environm ent. A calibrated m icrophone will 
be placed at a convenient distance from  the speaker in 
the direction of the desired response. W ith the acoustical 
environm ent initially quiescent, let the speaker suddenly 
be energized by a sinusoid signal. As the speaker acti­
vates the air a pressure wavefront will propagate outward 
at a constant velocity. This pressure wavefront will of 
course not only travel tow ard the m icrophone but also 
in all o ther directions with more or less energy. Assume 
that the m icrophone is connected through a relatively 
narrow-bandwidth filter to an indicating device, and that 
this filter furtherm ore is tuned to the exact frequency 
sent to the loudspeaker. As the leading edge o f the 
pressure wave passes the microphone, the only contribu­
tor to this wave could be the loudspeaker since all other 
paths from  reflective surfaces to the m icrophone are

longer than the direct path. The loudspeaker will take 
some time to build up to its “steady-state” excitation 
value and the m icrophone and tuned circuit will similarly 
have a time constant. If the system arrives at a steady- 
state value before the first reflected sound arrives at the 
microphone, this steady-state is in effect a free-field 
m easurem ent at the frequency of the impressed sinewave. 
Note that because of the broad spectrum of a suddenly 
applied sinewave, a tuned filter circuit is necessary to 
prevent shock-excited speaker o r microphone resonances 
from confusing the desired signal.

The m easurem ent thus described is quite simple and 
has actually been used by some investigators.1-3 As long 
as a fixed filter is used, the measurem ent must be term i­
nated prior to receipt o f the first reflected “false” signal 
and the system must be de-energized prior to  a subsequent 
measurem ent. Suppose, however, that the fixed-frequency 
sinewave is applied to  the speaker only long enough to 
give a steady-state reading prior to the first false signal, 
then suddenly shifted to a new frequency outside the 
filter bandwidth. Assume also that by appropriate switch­
ing logic, a filter tuned to  this new frequency is inserted 
after the m icrophone at the precise tim e that the sound 
wave perceived by the microphone  changes frequency. 
The m icrophone circuit will thus be tuned to this new 
frequency and the later reflected false signals of the first 
frequency will not be able to  pass through the new filter. 
If one continues this process through the desired spectrum 
it is apparent that the indicator circuit will never “know” 
that the m easurem ent was perform ed in a reverberant 
environm ent and a legitimate frequency response may 
thus be measured.

The practical economics of inserting fixed filters and 
waiting for the starting transient at each frequency to 
die down weigh heavily against such a system, so an  
alternative may be considered. Project a smooth glide 
tone to the speaker and utilize a continuous tracking 
filter after the m icrophone. If the tracking filter is tuned 
to the frequency of the emitted glide tone as perceived 
by the m icrophone and if the glide tone has moved in 
frequency by at least the bandw idth of the tracking filter 
before the first reflected signal is perceived, no buildup 
transient is encountered and the measurem ent will be 
anechoic even though perform ed in a reverberant en­
vironm ent. The nature of the glide tone may readily be 
ascertained by intuitive reasoning. If there is no relative 
m otion between speaker and m icrophone it can be stated 
with absolute certainty that the time delay between 
speaker and m icrophone is a constant. There is, in other 
words, a unique and linear relationship between time 
and distance traveled by the pressure wave. Each re­
flecting surface will appear to be a new sound source 
with a time delay corresponding to path length. If we 
specify that the sweeping tone and the tracking filter 
com bination be capable of maximizing response for all 
frequencies from  any given apparent source then we have 
required an equivocation of frequency, room spacing, 
and time. The glide tone satisfying this requirem ent pos­
sesses a constant slope o f frequency versus time. If all 
reverberant energy due to  any given frequency has died 
to an acceptable level a fixed tim e following excitation, 
say T  seconds, then the glide tone may be allowed to 
repeat its linear sweep in a sawtooth fashion with a period 
of no less than T  seconds.
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While we began by postulating direct loudspeaker 
measurem ent it is apparent that we could by suitable 
choice o f sweep rate, bandwidth, and tim e delay, “tune” 
in on at least first-generation reflections with the selective 
exclusion of others, even the direct loudspeaker response. 
Because the output o f the tracking filter yields the spectral 
signature of the perceived signal w ith a frequency pro­
portional to  tim e and since selective spatial isolation of 
the desired signal is obtained by utilizing the fixed time 
delay between source and microphone, the rationale of 
the nam e time-delay spectrometry becomes apparent.

Some simple relationships m ay be directly derived from  
the basic geom etry of a  practical situation. Consider the 
representation of Fig. 1 in which a m icrophone is con­
nected to  a tracking filter “tuned” to  perceive a source 
at a distance J f o n a  direct path. The filter has a band­
width B  H z; it is seen tha t the sweep tone will traverse 
some A X  in space while within a band B o f any given 
frequency. Define A X  as the region in  space, along the 
direction of propagation o f the acoustic signal, within 
which the seleoted signal power will be no less than half 
the maximum selected value. This is the spatial analog 
of the half-power bandwidth B  o f the tracking filter, and 
will therefore be referred to  as the space-equivalent band­
width. This space-equivalent bandwidth A X  is related to 
the tracking filter electrical bandwidth B, the velocity of 
sound c and the rate o f change of frequency A F / At,  by

A X  =  B [c /(A F /A t)]  ~ c/B .  (1 )

The last relation is based upon an optim ized bandwidth 
which is the square root of the sweep rate. W hile not 
immediately obvious, this optimized bandw idth is com ­
mon in sweeping analyzers of the variety recom m ended 
for this m easurem ent.4

The signal perceived by the m icrophone is that emitted 
by the speaker some time in the past. To visualize the 
relationship consider Fig. 2 diagram m ing the behavior 
of a sweep tone repetitive in a time T. The signal emitted 
from the source or transm itter will be denoted by Ft 
while that received by the m icrophone is Fr. It is usually 
desired to  sweep through zero frequency; this is shown 
in the diagram  as a signal dropping in frequency uni-

Fig. 1. Positional representation of direct and reflected 
acoustic pressure waves of constant frequency and fixed 
space-equivalent bandwidth as emitted by a swept frequency 
source and perceived by a microphone connected to a track­
ing filter tuned to maximize the response at a distance X.

TIME

Fig. 2. Frequency plot of the sweep tone passing through 
zero frequency, showing room signals received as a function 
of time.

formly with tim e until zero frequency and then rising 
again. We are thus going through zero beat. In this 
diagram  the direct signal possessing the shortest time 
delay is shown dashed. I t is clear that the relationship 
between distance, transm itted and received frequencies 
at any instant, and sweep rate is

*  =  (F r - F , ) [ c / ( A F / A / ) ] .  (2 )

This states the fact that to “tune” to the response of a 
signal X  feet away from  the m icrophone it is only neces­
sary to  offset the frequencies of glide tone and tracking 
filter by a fixed difference. Referring again to Fig. 1 we 
could check the response of the reflective surface A in 
one o f two ways. First, we might offset the source and 
received frequencies to  yield the prim ary sound signal 
as shown and then, w ithout changing this frequency 
offset, physically transport the m icrophone to  position
A. It is assumed that a position may be found for which 
no contour o f undesired reflected or direct sound comes 
into space tune at position A.  The second way of adjust­
ing for surface A  would be to m aintain the existing m i­
crophone position and change the offset between trans­
m itted and received frequencies to account for the longer 
path o f A.  Both techniques allow for probing the effective 
acoustic surfaces in the room. The room is, of course, 
filled with sound, but since we have an instrum ent 
uniquely relating time, space, and frequency we have in 
effect “frozen” the space contours o f reflected sound. 
We may probe in space merely by adjusting a frequency 
offset. Analytically we, m ay state that we have effected 
a coordinate conversion which trades spatial offset for 
driving frequency offset, but which retains intact all 
standard acoustical properties including those due to the 
frequency of the system-driving function. This is the 
power o f this technique, for so long as the acoustic prop­
erties rem ain substantially linear, a hopeless signal com­
bination in norm al spatial coordinates transforms to a 
frequency coordinate generally more tractable to analyze.

In considering the uniqueness of signals perceived by 
frequency offsetting it m ay be observed that a  transm itted 
signal passing through zero frequency will reverse phase 
at the zero frequency point and continue as a  real fre­
quency sweep with reversed slope of frequency vs time.
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Thus, near zero there will be two transm issions of a 
given frequency during one sweep. The signals corre­
sponding to  the same frequency slope as that of the 
tracking filter will be accepted or rejected in total as 
the proper offset is entered for the appropriate time 
delay. The duplicate frequencies near zero possessing a 
different slope will cause a “ghost” impulse to  appear 
when the instantaneous frequency perceived by the micro­
phone corresponds to that o f the tracking filter, regard­
less of the offset. Similarly, a tracking filter m ay be set 
to “look” for frequencies on both sides of zero. If the 
signal under analysis is a first-generation reflection, the 
m ain signal from  the speaker will arrive sooner than 
this reflection and an  impulse will occur at position A  
in Fig. 2. If, on the other hand, we are looking for a 
signal prior to the main signal, the impulse might appear 
at position B. Thus a repetitive sweep passing through 
zero frequency may contain image impulses due to  signal 
paths other than that to which the tracking filter has 
been tuned. All sweeps with sufficiently long periods 
which do not pass through zero frequency will avoid 
any such ambiguities.

Another relationship worthy of consideration is the 
distance one may separate speaker and m icrophone with­
out interference from  a large object offset from  the direct 
line of sight. Such considerations arise when m easure­
ments are made near floors, walls and the like. Surpris­
ingly, an off-center reflecting object such as a floor limits 
the maximum distance of speaker-m icrophone separation. 
Consider Fig. 1 where the speaker and m icrophone are 
assumed to  be a height h off the floor. The maximum 
distance will be that for which the path length from  the 
image speaker is just equal to X  +  ( A X / 2 ) . The maxi­
mum usable line-of-sight distance between speaker and 
microphone, X max, is related to  height h and space equiva­
lent bandwidth A X  by

X max=  { A X / A ) { [ h / { A X / 4 ) Y - \ } .  (3 )

Note that if it is necessary to m ake lower frequency 
measurem ents or, what is the same thing, higher defini­
tion measurements, the distances scale up to values com ­
parable to the wavelength of that frequency for which 
the period is the rise time of the tracking filter. This 
follows from observing that Eq. (1 ) may be rew ritten as

A X - B ^ c  (4 )

PRACTICAL IMPLEMENTATION
While it might appear at first glance that the acoustical 

measurements outlined in the previous paragraph require 
specialized apparatus, equipm ent necessary to perform  
the described m easurem ent is readily assembled from 
commercially available instruments. The tracking filter 
is a portion of an audio spectrum  analyzer. This instru­
ment is a narrow-band superheterodyne receiver tuned 
through the audio spectrum with a local oscillator swept 
linearly in time— the needed frequency characteristic. 
Depending upon the resolution required, the com m er­
cially available analyzers will sweep through a variety of 
given frequency dispersions in a repetitive sawtooth 
fashion. A  sweep rate  o f one per second is typical for 
spectrum analyzers covering the full audio spectrum . The 
output of this audio tracking filter is rectified and applied 
to the vertical axis of a self-contained oscilloscope with

the linear time axis swept horizontally. Because of the 
repetitive nature of the display, this instrument provides 
a visual presentation of signal energy vs frequency. The 
bandwidth of the spectrum  analyzer is usually chosen 
to  be the narrowest possible without losing inform ation 
when swept past a complex spectrum.

The sweep tone for driving the loudspeaker m ay be 
obtained by down-converting the spectrum  analyzer local 
oscillator to the audio band. If the local oscillator is 
heterodyned with another oscillator equal to  the analyzer 
interm ediate frequency, the difference frequency will 
always be at the precise frequency to which the analyzer 
is tuned. The proper offsetting frequency for spatial 
tuning of acoustical signals is obtained by detuning the 
fixed oscillator from  the interm ediate frequency. A 
down-converting synchronously sweeping generator is 
usually available as an accessory to the spectrum analyzer. 
To perform  time-delay spectrom etry it is only necessary 
to substitute a stable tunable oscillator for the fixed 
crystal oscillator. W here extreme accuracy is required 
it may be necessary to use a frequency counter to moni­
tor the proper offset frequency. The rem ainder of the 
equipm ent consists of the usual power amplifier, micro­
phone, and preamplifier.

Figure 3 diagram s a complete setup capable of per­
forming any or all of the measurem ents outlined. While 
the cost of such assembled equipm ent is greater than

Fig. 3. Block diagram of the practical arrangement for 
Che time-delay spectrometry measurements.

that of the typical instrum entation found in acoustical 
facilities, it is a small fraction of the investment for a 
self-contained anechoic facility capable of com parable 
measurements. The heart of the m easurem ent is, o f 
course, the spectrum  analyzer. Several excellent com­
mercial models are available; the analyzer used for these 
experiments is one which provides a continuously adjust­
able sweep width from  200 Hz to 20 KHz with a sweep 
center frequency separately adjustable from  dc to 100 
KHz. The bandwidth is tracked with the sweep width 
control to yield optim um  resolution at the sweep rate 
of one per second. According to Eq. (1 ), this means that 
at maximum dispersion a 20 KHz spectrum m ay be 
obtained at 141 H z resolution at 7.8 ft space-equivalent 
bandwidth. If m easurem ents are desired valid to 32 Hz, 
for example, the sweep width would be set to 1000 Hz 
and the space-equivalent bandwith would be 34 ft. W here 
smaller space-equivalent bandwidths are desired and the
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decreased resolution can be tolerated, it is possible to 
increase the internal analyzer sweep rate by as much as 
a factor o f five by m inor circuit modification without 
compromising the validity of the m easurem ent.

APPLICATIONS OF TIME DELAY 
SPECTROMETRY

Perhaps the best way of illustrating the use of time- 
delay spectrometry would be a detailed look at a typical 
measurement. Assume that an on-axis pressure response 
frequency characteristic is desired for a direct radiator 
loudspeaker. The entire spectrum from  zero to 20 KHz 
is desired, with a frequency resolution of 140 H z accept­
able. The room selected for m easurem ent has an 8 ft 
floor-to-ceiling height and a reverberation time of less 
than one second.

The space-equivalent bandwidth is approxim ately 7.8 
ft ( from Eq. 1), which means that no substantial object 
should be placed within 4 ft o f the pickup microphone. 
An acceptable sweep rate is one 20 K H z sweep per sec­
ond. From  Eq. (3 ) it can be seen that if the speaker 
is placed halfway between floor and ceiling, the maxi­
mum distance the microphone should be placed from 
the speaker is six feet. This assumes, o f course, a worst- 
case specular reflection from both floor and ceiling as 
well as a uniform polar response from the speaker.

The speaker under test is then placed 4 ft off the floor 
and more than 4 ft from  any substantial object. The 
pickup microphone should be placed on-axis within 6 ft 
of the speaker and at least 4 ft from any reflective sur­
face. The microphone is electrically connected to  a 
suitable preamplifier which in turn feeds into the spec­
trum  analyzer input. The down-converted local oscillator 
signal from the tracking oscillator is fed to  an appro­
priate power amplifier driving the speaker. The offset 
oscillator which replaces the crystal in the tracking 
oscillator is connected to a frequency counter to com ­
plete the electrical setup.

With the deviation and deviation rate set to the desired 
test limits in the spectrum analyzer, a  sweeping tone will 
be heard from the speaker. If the microphone-to-speaker 
distance is known, the offset oscillator should be set in 
accordance with Eq. (2) to achieve maxim um  deflection 
of the spectrum analyzer display. F or example, a 6 ft 
separation will require a 114 Hz offset. It is a t this point 
that the advantage of a tracking analyzer is evident: not 
only may the intensity of sound from the speaker be 
modest, but also it is not necessary to cease all sound 
and motion in the room while measurem ent is in progress. 
Any reasonable extraneous sound may be tolerated, and 
mobility need only be restricted to the extent that travel 
between loudspeaker and m icrophone is discouraged.

The spectrum analyzer display should rem ain station­
ary in vertical deflection. To ascertain that the proper 
frequency offset is used, the offset oscillator may be 
detuned on both the high and low side; the resultant 
display should show a reduction in amplitude. The 
peaked stationary pattern on the screen of the spectrum 
analyzer will be a plot of pressure response vs frequency 
with a smoothing bandwidth of 0.7%  of the displayed 
dispersion.

W ithout altering the test setup several types of acousti­
cal measurements may be made. Off-axis response of

the speaker may be obtained by rotating the speaker by 
the required angle and immediately viewing the results 
on the analyzer. If it is desired to determine the sound 
transmission characteristic of a particular material, for 
example, one first obtains the on-axis speaker response 
and then interposes a 4 ft sample between speaker and 
microphone, noting the new response. If  the spectrum 
analyzer is set for logarithmic deflection, the sound ab­
sorption in decibels is the difference in the tw o responses 
independent of speaker or m icrophone response.

The reflection coefficient may similarly be obtained by 
positioning the m aterial behind the microphone by at 
least 4 ft and retuning the offset oscillator for the re­
flected signal. If the microphone is rotated 180° to 
remove its polar characteristics from  the measurement, 
and if the proper space loss is entered, the reflection 
coefficient is obtained directly as a function of frequency, 
independent o f m icrophone and loudspeaker characteris­
tic. If one does not wish to  com pute the space loss, and 
space permits, the microphone may be physically trans­
ported to  the position of maximum on-axis response 
with the reflective surface removed, and space loss ob­
tained as response difference from  the earlier position.

ROOM SPECTRUM SIGNATURES
The analysis up to this point has been directed at pro­

ducing an electrical signal which when fed to a speaker 
will allow two very im portant measurem ents to be made 
on the sound picked up by a m icrophone. First, only the 
selected direct o r reflected signal will be pulled ou t and 
displayed. Second, the spectral response of the selected 
signal will be directly presented. With this in mind, 
consideration will now be given to a characterization of 
sound in a room by time-delayed spectra.

Assume that an observer is positioned in a room with 
a localized source of sound such as a loudspeaker. This 
loudspeaker furtherm ore has a pressure frequency re­
sponse characteristic, such as Curve A in Fig. 4. As the 
loudspeaker is energized by any arbitrary signal, the first 
sound heard by an observer will be characterized by 
Curve A. (This does not imply that all the frequencies

Fig. 4. Acoustic model of room spectrum signatures as 
perceived by an observer listening to a sound source with 
spectral distribution A.

are present, but only that those electrical signal com po­
nents which are present are modified in accordance with 
Curve A .) Since the loudspeaker output varies as a 
function of time it will be assumed that Curve A is 
representative of the pressure output at a particular 
instant in time. We have in effect plucked out that signal 
which is characteristic of a given instant and will follow
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this pressure wave as it travels through the room, and 
intercepts the observer.

A  few milliseconds after the principal pressure wave 
A  has passed, a second pressure wave B  will be perceived 
by the observer. This is a reflected wave and is made 
up of the principal wave modified by the frequency 
response of the reflecting surface. As in electronic circuit 
theory, the observed resultant frequency response of B 
is the product o f  the frequency response o f A  and the 
frequency response o f the reflecting surface. Beside the 
obvious time delay introduced by the longer path length, 
the surface creating the wave B  m ay introduce a  dispersive 
smearing of portions o f the frequency range. This m ay be 
due to  surface irregularities which act as local scattering 
centers or to acoustic im pedance variations causing effec­
tive displacement o f  the position o f optical and acoustic 
surfaces. If the reflecting surface has very little depth 
variation and is prim arily specularly reflective, such as a  
hard wall o r ceiling, the tim e-pressure profile might appear 
as wave B. If on the other hand the reflecting object has 
depth, such as a  chair, the tim e-pressure profile m ay take 
on the character of the third pressure wave C. H ere the 
effect is a  distinct broadening o f the time during which the 
observer perceives the signal. Perhaps a better nam e than 
reflection coefficient in the case of such an object might 
be scattering coefficient.

As time progresses the observer will perceive more 
scattering spectra with increasing density and generally 
lower amplitude until all sound due to the initial loud­
speaker excitation has fallen below a  predeterm ined 
threshold. The com plete pressure-frequency-tim e profile 
will be a unique sound signature of the room  as perceived 
by an observer listening to  the loudspeaker. This is, 
after all, the way in which the sound reaches the ob­
server. A more general characterization of the room 
itself would replace the loudspeaker and its unequal polar 
pressure response by an analytically uniform  pressure 
transducer. Each position o f  observer and transducer 
will have its unique pressure-frequency-time profile. It 
quite frequently happens, however, that such a general 
characteristic is of little concern and what is desired is 
the observer-loudspeaker situation of Fig. 4.

The complete pressure-frequency-tim e profile repre­
sented by Fig. 4 is a useful acoustic model of a rever­
berant room in which an observer perceives a localized 
source of sound. As far as the observer is concerned 
there are many apparent sound sources. Each of these 
has the same “program  content” as the prim ary source 
of sound but possesses its own spectral energy distribu­
tion and unique tim e delay, corresponding to its apparent 
location with respect to  the observer. The effect o f any 
given object in the acoustic environm ent may be deter­
mined in this model by noting the equivalent tim e delay 
from source to  object to observer, and analyzing the 
scattering spectrum corresponding to this delay. The 
entire set of tim e-dependent scattering spectra should 
allow detailed analysis of this system fo r any tim e-depend­
ent stimulus applied to localized source of sound.

This acoustic model o f a room  is seen to  tie directly 
to time-delay spectrometry. The electronic sweep tone 
fed to  the loudspeaker will in  effect represent all possible 
frequencies in the chosen sweep range. The time axis of 
Fig. 4 could also be labeled offset oscillator frequency; 
the signal displayed on the spectrum  analyzer will be seen

to be the frequency spectrum of the selected time delay. 
The space-equivalent bandwidth, AA\ will establish the 
ability to resolve independent scattering spectra since 
time-delay spectrom etry form s an equivocation of time, 
offset frequency, and distance. It is immediately apparent 
that the selection of loudspeaker on-axis response used 
as an example for generation of time-delay spectrometry 
entails selection of Curve A and is only a special case of 
a m ore general acoustical m easurem ent technique. It is 
possible by suitable choice of loudspeaker and micro­
phone position to “pull out” im portant acoustic proper­
ties of a room  w ithout destroying the room or utilizing 
large-scale digital com puter techniques.

Analytically, a surface at a distance corresponding to 
a tim e delay of tk seconds may be characterized by a 
frequency spectrum  multiplied by a linear phase coeffi­
cient. The cum ulative distribution of these sources is 
represented by Fig. 4 and may be expressed as

R M  =  X  S * U ) * -< “ *», ( 5 )
k

where R ( u>) is the cum ulative distribution of all sources, 
both real and apparent, as perceived by an  observer 
listening to a localized source of sound in a reverberant 
environm ent, and Sk (w) is the spectral energy distribu­
tion o f the source at a  distance corresponding to a time 
delay o f  tk seconds. The angular frequency «, expressed 
in radians per second, will be used in this paper for 
analytical simplicity. Since the absolute magnitude of 
Sk{w) is measured by time-delay spectrom etry it is not 
necessary to  introduce a space loss term . If the source 
has a spectral distribution P(<o), then the observer will 
perceive a signal which has a frequency spectrum that 
is the product of P(w ) and R  (w). The impulse response 
of the room, r ( t ) ,  is simply the Fourier Transform  of 
R(o>):

CO
r( t)  =  ( 1 /2 * - ) ^  R ( w ) e + M d a (6)

—  00

and the time-varying signal o ( /)  perceived by an ob­
server for a program  source p ( t )  is the convolution in­
tegral of program  source and room  response

X

o ( t )  =  J ' p ( T)r ( t  — T ) d T  (7 )
—  00

The concept expressed by Eqs. (6) and (7) is certainly 
not new to the field o f acoustics. The difficulty in apply­
ing these relations lies in the massive amounts of data
that m ust be processed before the effect of a particular
object in a room  may be evaluated. The acoustic model 
of Eq. (5) as represented in Fig. 4 leads to  a simpler 
analysis since tim e-delay spectrom etry isolates the Sk(id) 
function of acoustic surfaces and presents the inform a­
tion in a meaningful form  which requires no further re­
duction. While not a cure-all for acoustic analysis, time- 
delay spectrom etry provides a good insight to actual 
acoustic situations.

EXPERIMENTAL RESULTS
Sufficient experim ental evidence has been collected to  

assure validity of the technique. The examples below 
give some insight into the nature of the spectrum display.
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Loudspeaker Testing
A single-cone 8-in. loudspeaker housed in a ported box 

was chosen for test, in a room deliberately selected to 
be a poor environm ent for loudspeaker testing. The room 
measures 24 X 10 X 7 ft. The floor is hard vinyl on 
cement and the ceiling is plaster, while all other surfaces 
are hard wood. Miscellaneous objects throughout the 
room reduce the open area so that when the loudspeaker- 
to-microphone distance is at the calculated m axim um  of 
Eq. (3 ) the smallest separation from  the m icrophone to 
any substantial object is one half the space-equivalent 
bandwidth. (The room spacing is chosen to  be no larger 
than the calculated minimum dimension in order that 
the concept may be better dem onstrated.) The spectrum 
m easurem ent was made to  include dc to 10 K H z at a 
dispersion rate o f 20 KHz per second. Fig. 5a is a  photo­
graph of the on-axis pressure response in decibels as 
a function of linear frequency. Since the analyzer sweeps 
through zero-beat to bring dc at the left-hand edge, a 
m irror image response is seen for those frequencies to 
the left of dc.

In order to  illustrate the nature of the response to be 
obtained for the steady-state application of sinewaves, 
the test setup was left intact and the spectrum  analyzer 
driven at such a slow rate that the room  acoustics entered 
into the measurement. Figure 5b is the result of this 
m easurem ent. The sweep width, vertical sensitivity, and 
analyzer bandwidth are identical to those o f Fig. 5a, but 
the sweep rate is such that it takes over three minutes 
to go from  zero frequency to 10 KHz. The cam era aper­
ture was optimized to  give a readable display, and con­
sequently the large num ber of standing wave nulls and 
peaks did not register well. The wild fluctuation in 
reading as a function of frequency is quite expected and 
lends credence to  the futility of steady-state loudspeaker 
measurem ent in the acoustic equivalent o f a  shower stall.

One certain way of verifying that a “free-field” meas­
urement is made is to impose inverse square law.5 Figure 
5c is a time-delay spectrograph of an inverse square law 
m easurem ent. The setup of Fig. 5a and 5b was spectro- 
graphed and appears as the lower trace in Fig. 5c. The 
loudspeaker was then moved toward the m icrophone to 
one half its form er distance, and a second exposure was 
taken with the proper offset oscillator setting. Since the 
display is logarithmic, the two traces should be parallel 
and separated by 6 dB, and indeed this is seen to be the 
case. The m inor discrepancies are due to the fact that 
the first measurem ent was made at 5 ft, which is the 
maximum theoretical separation for the room and dis­
persion rate. The closer m easurem ent is made at 2Vi ft 
where the loudspeaker does not exactly appear as a point 
source since the separation-to-diam eter ratio  is only four.

Isometric Display of Room Signature
The acoustic model of a room proposed above resulted 

in a three-dimensional plot of pressure, frequency, and 
time. Time-delay spectrometry is a means of probing 
and presenting this model. In order to visualize this 
phenomenon, the spectrum analyzer display has been 
modified to accept what may be called Isometric Scan. 
The offset oscillator is in this instance a linear voltage- 
controlled oscillator. Each sweep of a tim e delay spectro­
graph is presented normally as a plot of pressure vs fre­
quency. Isometric scan advances the offset oscillator

b.

c.

Fig. 5. Oscillographs of logarithmic pressure response 
measurements on a single-cone loudspeaker from dc to 10 
KHz, measured in a reverberant environment by time-delay 
spectrometry, a. Using rapid sweep, b. Using slow sinewave 
sweep, c. Showing inverse square response as a function of 
distance.

following each sweep and creates the effect of the third 
dimension of offset frequency exactly as one illustrates a 
three-axis system on two-dimensional paper, that is, by 
a combined horizontal and vertical offset displacement 
of the sweep. The net effect is a presentation identical 
in form to Fig. 4.
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Figure 6a is an isometric scan of the room  and setup 
of the preceding loudspeaker test. The tim e axis com ­
mences a t zero when the principal on-axis signal is re­
ceived and advances through 43 msec which is equiva­
lent to twice the longest room  dimension. All frequencies 
from  zero through 10 K H z are displayed. The exceed­
ingly large num ber of “alpine peaks” in evidence are

b.

Fig. 6. Oscillographs of isometric displays of spectral sig­
natures using time-delay spectrometry, a. Room signatures 
of the setup of Fig. 5. b. Principal response of a multicellular 
horn from dc to 20 KHz. c. Spectral signatures obtained with 
loudspeaker system pointed at ceiling, including direct response, 
ceiling reflection, and speaker reflection of ceiling wave.

only partially visible in the photograph since it is difficult 
to capture the visual im pression an observer sees as this 
three-dimensional plot unfolds on the oscilloscope screen.

Figure 6b is an isometric scan of a multicellular horn 
from  dc to  20 KHz and is a good representation of the 
principal pressure wave A  o f Fig. 4 with the finite 
space-equivalent bandw idth in this case equal to  Vi ft. 
Figure 6c is an interesting example o f multiple reflec­
tions. A n acoustic suspension loudspeaker system was 
placed on  a floor pointing upw ard at a hard  ceiling, with 
an om nidirectional m icrophone halfway between speaker 
and ceiling. The sweep extends from  dc to  20 KHz with 
a 20 K H z m arker “fence” in evidence in the spectrograph. 
The space-equivalent bandw idth is Vi ft. Time starts at 
the receipt o f the principal wave. The second peak 
corresponds to  the ceiling reflection. The third peak is 
the reflection o f the ceiling wave off the loudspeaker 
itself. Some of the energy is reflected by the loudspeaker 
grille and some by the speaker cones themselves yielding 
beautiful doppler data, and some energy penetrates 
through the loudspeaker to  the floor.

ANALYTICAL VERIFICATION
The m easurem ent technique of the previous paragraphs 

was developed in a highly intuitive m anner. Although 
experim ental m easurem ents tend to  verify the technique, 
it is still necessary to analyze two very im portant con­
siderations: first, the nature o f a  repetitive glide tone, 
and second, the validity of identifying the spectrum 
analyzer display with the acoustic spectrum.

Fourier Spectrum of a Repetitive Linear Glide 
Tone

The system-forcing function developed for time-delay 
spectrom etry has the characteristic shown in Fig. 7. 
Loosely speaking, it is a signal which has an instantaneous 
frequency linearly proportional to  time for a  total period 
of T  seconds and then repeats the cycle indefinitely at 
this period. Clearly the signal must have a Fourier series 
spectrum of term s with periods which are integral sub­
multiples of T. It cannot, in other words, be a continuum 
of frequencies. Y et the intuitive development presupposed 
a forcing function which not only did not have “holes” 
in the spectrum  but also was of constant am plitude.

Readers fam iliar with frequency modulation will recog­
nize that the signal of Fig. 7 is in reality a linear saw­
tooth frequency m odulating a carrier halfway between 
the peak deviation frequencies. Let the maximum and 
minimum deviation frequencies be u>2 and w, respectively 
and the period o f sweep T  seconds. The function to be 
defined then has an instantaneous frequency winst given by

where the angular dispersion D  and effective carrier fre­
quency u>c are introduced for simplicity. Since we are 
interested in tim e-dependent factors, the time phase 
dependence becomes

t

* ( 0  =  J "  =  ( D / 2 T ) t 2 +  u>ct. (9)
o

The actual function of time which is to be expanded
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Fig. 7. Graphic representation of the repetitive sweep tone 
used as system-forcing function.

in a Fourier series is that signal possessing the phase 
or

E ( t )  =  cos <£(f) =  [<?■'*('>+ e - 'W > ] . ( 10)

From an analytical standpoint it is simpler to use the 
exponential form. Since each complex exponential is 
separable into the product of a steady-state term and 
a term periodic in T, it is sufficient to  expand this peri­
odic term  in a Fourier series. Furtherm ore, the positive 
frequency portion will be analyzed first and the negative 
frequency terms considered from this; thus the Fourier 
frequencies and coefficients become, in exponential form:

e HD'2T)t* =  ^  Cx eiXaif
K — — x 

T/2
C v =  ( 1 / D  j e«DKT)r-e -ix*„t

- 1 7 2

dt

( 1 1 )

( 12)

where
=  2W T .

By completing the square, multiplying and then dividing 
by a normalizing factor ( 2 / i r ) %, Cx  becomes

Cv = (13)

(14)

T  ( i r )  * e~ i(T,2D) tx< )* ( —  )  *  J ™e'^ dx
-  772

where
a: =  ( D / 2 T ) U [ t - ( T / D ) N w 0\ 

or, by noting Eq. (8 ), 

1 /  wT \  %
C v =  —  I ----- j  e- d T ' 2D)(XUo)*

[ ( 7 )“/ — ( t ) “H
x =  (7V2D ) 14 (w(.+Af<u0)].

Norm ally analysis would stop here because the definite 
integrals can be evaluated only as an infinite series. How­
ever, the complex expansion of the exponential integral

(  —  )  §  e ^ d x  =  C ( u ) + i S ( u )  (15)

is made up of the Fresnel cosine integral C (u)  and 
Fresnel sine integral 5 (« ) ,  both of which have been 
tabulated.6

N oting the fact that the argument changes sign in the 
second integral, we can write the resultant Fourier coeffi­
cient for the /Vth sideband term  as

C v =  ( 1 /7 )  U T / D ^ e - W ^ n x o , , ) *  (16)
lC (m ) + C ( m. , ) + i S M + i S U 2)].

The C„’s are the coefficients of the Fourier components 
or, considered another way. are the sideband term s and 
consist of the product of the quantized spectrum of a 
continuous swept tone and a complex Fresnel integral 
modifying term  involving the finite frequency term ina­
tions. Figure 8 illustrates how to calculate the coefficient 
for the N ,h sideband; Fig. 9 is a plot of the locus of the 
complex value of the Fresnel integral term  for a high 
deviation ratio, which is common for time-delay spec­
trom etry. Note that the spectrum is completely sym­
metrical about the effective carrier and that while the 
dropoff is shown for one band edge, the other band edge 
is identical in form. It is seen that the magnitude is 
essentially constant throughout the spectrum, as expected, 
and that within the swept band the phase departure is 
limited to 15° and rapidly approaches 0° at center 
frequency.

The function

e" 2 (17)

goes through a first zero crossing for the real value, where 
11 =  1 when

X- =  ,r/2 . (18)

From  Eq. (1 4 ), this occurs when

Aw =  ( 2 D / J ) * ( » /2 ) H  =  U D / T )H. (19)

Since the relation between optimized bandwidth B and
dispersion rate D / T for the analyzer is

th e n

B =  ( D / 2 t tT )'6 =  [ l / ( 2 ^ - ) % ] (D /D %, (20)

Aw ^  B / \ / 2 .  (21)

In other words, even though Fig. 9 shows an overshoot 
at band edge of diminishing am plitude and increasing fre­
quency as one approaches the effective carrier, these 
ripples are not distinguishable to a tracking analyzer since 
they are smoothed by the proper filter bandwidth and the 
analyzer cannot distinguish this distribution from a true

1 l.4 ld b ► I I9 d b  -tl.l4d b

Fig. 8. Method of calculating sideband coefficients for 
linear sawtooth frequency-modulated carrier with peak
angular frequencies w. and <*>2, dispersion D =  2-n-F   CtJo --

and sweep time T.
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constant amplitude. Thus the desire for an effective 
constant am plitude continuum  is satisfied.

W hile the conventional rates of time-delay spectrom etry 
dictate a high effective m odulation index yielding the 
near band-edge distribution o f Fig. 9, it m ay be of some 
interest to investigators to determ ine the distribution for 
low effective indexes. This m ay be done quite simply 
by noting that a  complex plot of Eq. (15) yields a Cornu 
spiral. This is shown in Jahnke and Emde° and appears

Fig. 9. Locus of the complex value, including magnitude 
and phase, of the Fresnel Integral term in the coefficient of 
the s<veep tone Fourier series for ‘high deviation ratios.

as the phase projection in Fig. 9. The desired sideband 
amplitude is the length of segment joining the appropriate 
points on  the Cornu spiral. It should also be pointed 
out that for high indexes the spectral distribution will 
approach the am plitude probability distribution of the 
modulating waveform. F or a perfect sawtooth this will 
be a square spectrum with the characteristic frequency 
terminating overshoot analogous to  G ibb’s phenom enon, 
while for a slightly exponential sawtooth the spectrum 
will appear to  be tilted.

Several im portant points m ay now be established con­
cerning this forcing function. First, the spectrum  is quite 
well behaved for all m odulation indexes. As one starts 
with an unm odulated carrier and begins m odulation at 
progressively higher indexes, it will be noted tha t there 
is no carrier or sideband nulling as is the case with sinu­
soidal frequency modulation. Thus any deviation ratio 
is valid for time-delay spectrom etry. Second, the spectral 
sidebands are down 6 dB at the deviation band-edge and 
are falling off at the rapid rate  of about 10 dB per unit 
analyzer bandwidth. Thus the spectrum  is quite confined 
and no unusual system bandwidth is required. Third, 
an expansion of the negative frequencies will show a 
com parable symmetric spectrum, which means that spec­
trum  foldover effects such as those due to passing through 
zero beat do eo t in any way com prom ise the use of this 
type of modulation for tim e-delay spectrometry.

A final point in this spectral analysis: one tends to take 
for granted the validity of the analytical result w ithout 
much consideration for the physical mechanism. Equa­
tion (16) shows that this glide tone can be generated by 
connecting a large num ber of signal generators with 
almost identical am plitude to  a com m on summing junc­
tion. Furtherm ore, the am plitude of the resultant glide 
tone will be equal to that o f any one of the separate 
generators. A t first glance this would not only seem to 
violate conservation of energy but it would definitely 
be hard to convince an observer that when he heard a 
smooth glide tone with definite pitch as a function of

tim e he was actually hearing all possible frequencies. 
Inspection o f the phases as controlled by the partial 
Fresnel integrals reveals that a t any given tim e all gen­
erators except those in the vicinity o f the instantaneous 
glide tone frequency will cancel to zero, and that the 
distribution of those generators which are not cancelled 
is approxim ately Gaussian about the perceived tone. In 
addition, the “bandw idth” o f this distribution is of the 
order of the analyzer bandwidth. The result o f this is 
that an analyzer slightly detuned from  the glide tone will 
not only be down in response but will be down by the 
same am ount a t all frequencies.

Spectrum Analyzer Response
In considering the nature o f the display presented by 

a tracking spectrum  analyzer used for time-delay spec­
trom etry, the generalized circuit o f Fig. 10 will be used. 
T he portion within the dashed contour characterizes the 
general spectrum  analyzer. The sweeping local oscillator 
signal is brought ou t and mixed in a balanced m odulator 
with a fixed local oscillator w hich has a  slight offset from  
the analyzer interm ediate frequency. The filtered differ­
ence ou tput of the mixing process is the audio glide 
tone previously discussed, which is used as a forcing 
function fo r the acoustical system under analysis. The 
acoustical response o f this system as perceived by a 
m icrophone will consist o f a  m ultiplicity o f time-delayed 
responses. The entire signal from  the m icrophone is sent 
to the spectrum analyzer. The purpose o f the analysis 
below is to  dem onstrate that any given delayed response 
may be selected from  all inputs by appropriate selection 
of the glide tone generating offset oscillator, and  to de-

x(t>

Fig. 10. Generalized block diagram of the acoustical sys­
tem test using time-delay spectrometry.

velop conditions and limitations o f analyzer display.
The analytical description of a  sweeping tone used as 

a system-forcing function leads to  a  rem arkable prop­
erty: The sweep tone is the com plex conjugate of its 
own Fourier Transform , with tim e in place of frequency. 
Just as a steady sinusoid applied to a network provides 
a narrow  frequency window which pulls ou t the fre­
quency response of the network, the sweep tone may be 
shown to provide a spectrum window pulling out the 
frequency spectrum  of the network. As a consequence 
of this property this sweep function w (t)  will be desig­
nated as a window function,

w (/) A ei’̂ at', (22)

where a represents the angular dispersion rate D /T .
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Proceeding to  the analysis it will be observed that the 
analyzer local oscillator consists o f a sweeping tone w (/) 
heterodyned to the interm ediate frequency <«;. It is a 
real time function and is thus

Vi.o(') =  [w (t)e“ .‘ +  iv*(O e_ f" 'f] / 2 (23)

where the starred operation indicates com plex conjuga­
tion. Similarly, the down-converting oscillator consists 
of the interm ediate frequency offset by a fixed value 
d>0 and is

vi ( 0  =  +  (24)

A fter low-pass filtering, the system-driving function, 
neglecting constant gain terms, is

Vo ( 0  =  w(t)e-™ ot + w * ( t ) e + iuot. (25)

Assuming the system response is linear, the system 
response r( t)  fo r this driving function is the convolution 
integral o f the driving function v0(/)  and the system time 
response s ( t ) :

00

r( t)  =  Ji ( r ) v 0( r - T)</T A j ( f )  ®  v0( /) .  (26)
— CO

The second symbolism will be utilized because o f its 
simplified form.

Because o f  the finite time delay, tk, between system 
output and microphone input for each probable path  K,  
the m icrophone response r( t)  consists of the sum of all 
the signal path inputs,

!■(/) =  2  aKr ( t + l k) (27)
K

where arc *s the strength of the K th signal. Also, each 
separate path length signal is expressible as

»■(/+/*) =  [*(/ +  /*) <g>w(f+rfc) e - K « + ‘*>] (28)
+  [-j(/ +  /fc) ®  w *(t +  ?i.)e i"o(t+ t*)].

The process o f balanced modulation is a simple m ulti­
plication in the time domain. The m odulator output m (t)  
is then, neglecting constant multipliers,

m (t )  =  ^  gKr ( t + t t)  • ( w ( t ) e ia{t+ w * 0 ) e ~ iuit ) . (29)
K

The frequency spectrum  of the m odulator output 
M U ) ,  considering only positive frequencies, is

M U )  = 2 }  aK ^  e - i(-a- ad l w ( t ) r ( t + t k)dt. (30) 
k  J

(The convention followed for the purpose o f this analysis 
is tha t lower-case functional notation designates time 
dependence while upper-case notation designates fre­
quency dependence.)

From  Eqs. (A 5), (A 6), and (A9) of the Appendix, 
Eq. (30) m ay be rew ritten as

M U )  =

X “* f e _ i(“ _ “‘+ “<*“ “») t » , (a'fc-o><,)(«/2iri)
K  J

{ IF U ^ w U )  [ J (* )® w (* )]

+  0 '* U o)w U )[s U )® tv * U )]} < f/ (31)

where £ =  t + t k — U 0/ a ) .

From  Eqs. (A 7) and (A 8) in the Appendix, we may 
expand this into two integral summations

M U )  =

aK f "e ~ W ( a i k — oj„) (a/2wi)3‘2
K  J

fW '(«#)w (£ )w ( f ) [S (a f )® H '(a f ) ]} i/r

+  ^  aK f e - f ( " - “>i+ « 't - “„ ) 'IF (a /t - (Uo) (a /2 W )3/2 
K J

{ W* (Wo) {S(a£) ®  W* (o f)]} dl. ( 32)

The first integral is the balanced m odulator ‘‘upper 
sideband" and is the transform  of a scanned tim e spec­
trum  multiplied by two window functions. The transform 
will therefore be in the vicinity of the intermediate fre­
quency only for £ =  O and will constantly retreat from 
on fo r all other times at a  rate twice that of the sweeping 
local oscillator. As a consequence, this integral need 
not be considered further.

The second integral is the “lower sideband" and will 
transform  the scanned spectrum  to lie directly on the 
frequency U f +  a>„—a /fr). F or both integrals the “band­
w idth” of any substantial energy to be found in the 
transform ed spectrum will be determined by the convolu­
tion of 1V(ar)  and W *(at)  respectively with the system 
frequency spectrum, with the frequency param eter re­
placed by time. Figure 11 symbolizes the spectral energy 
distribution given by Eq. (32 ).

: \ ;tT

,•,
\

i \ ,-r
/ %% / \  :

vJi + uj0-  a tk c o l#_

LOW ER SID EBAND UPPER SIDEBAND

Fig. 11. Spectral energy distribution at the input to the 
intermediate frequency amplifier of the spectrum analyzer.

In the frequency domain the output of the intermediate 
frequency amplifier 0(<«) will be the product o f the 
interm ediate frequency spectrum / ( «  —w,) and the bal­
anced mixer spectrum:

O(w) - <i/ f (o; (Oj)M(oj o j w0). (33)
K

If the delay times t k are not so close together as to 
overlap the functions M (w — u>l +  aik — a>0) in the vicinity 
of (w — <,jj), then any particular response may be selected 
by adjusting u>0 such that

to0 =  atk (34)

for the desired path tim e delay i k. Then Eq. (33) becomes 

O(to) ~  G A-/ ( to toj)M(to to,)* (35)

The time spectrum  of the output of the intermediate 
frequency amplifier is thus

o ( 0  =  **[/(/) ®  W *(at)  ®  S(at)]  ( a / 2 * 0 ™  (36) 

or, noting Eq. (A3) in the Appendix and regrouping in

18 TIME DELAY SPECTROMETRY



accordance with the associative property of convolution, 

° U )  =  gk(a /2 n i ) [ i ( t ) ® w ( t ) ] ® S ( a t ) .  (37)

The dem odulator output d ( t )  is the signal displayed 
on the vertical axis and is thus

d ( t )  =  (constant) ' \ o ( t ) \ .  (38)

Inspection of Eqs. (37 ) and (38) discloses that the 
proper spectrum has indeed been displayed. It should 
be recognized that while the analysis was done on a 
continuous basis no loss of validity is experienced for 
repetitive sweeps.

In interpreting Eq. (37 ) it is apparent that the proper 
spectrum is modified by the window function and time 
response of the interm ediate-frequency amplifier of the 
analyzer. The action of these latter term s is a smoothing 
upon the actual spectrum. This smoothing is similar in 
character to a simple low-pass filtering of the perfect 
spectrum.

To dem onstrate that no spectrum  bias is introduced in 
Eq. (37) by w(?) and / ( / ) ,  consider the case of a per­
fectly flat spectrum where

S(a t)  =  Constant (39)

and where a finite time is assumed. In this case the con­
volution integrals collapse to simple integrals yielding

o ( t )  =  Constant. (40)

If, in other words, the system spectrum is independent 
of frequency, the spectrum analyzer display will show a 
straight line whose height above the baseline will be 
proportional to the gain or loss through the system.

Looking at the other end of the functional dependence, 
consider the case of a system spectrum response which 
is zero for all frequencies but one, and is infinite at that 
singular frequency. W hat, in other words, is the response 
to a network of infinite Q. Such a function is a Dirac 
delta

S(a t)  =  « ( /—/„) (41)

simple substitution into Eq. (37) yields

o ( t )  =  K ( i ( t ) ® w ( t - t 0) l  (42)

This is exactly the same response as experienced by a 
spectrum analyzer viewing a single sinewave spectrum .4 
This zero width spectrum  is displayed as a smoothed 
function, closely approxim ating the interm ediate fre­
quency response for sweep rates such that

B- — dF /d t .  (43)

As the sweep rate increases above the inequality of Eq. 
(43 ), the displayed function broadens and the “phase 
tail” of w (t)  <g> / (/)  evidences an increasing ring on the 
trailing edge. Thus for the normal spectrum  analyzer 
the infinite Q response is smoothed to the order of the 
analyzer bandwidth.

One exceedingly im portant result follows from  Eq. 
(37). This is that the spectrum is preserved not only
in am plitude but also in phase. Thus the actual spectrum
experiences both an am plitude and a phase smoothing. 
This gives us a m easurem ent tool which could not have 
been predicted from  the intuitive reasoning utilized. The

implications are significant, since it is now possible to 
isolate the influence of an acoustic subsystem without 
removing that subsystem from  its natural environm ent 
and analyze complex behavior, amplitude, and phase, in 
response to an applied stimulus.

CONCLUSION

W hat has been described is an acoustical testing pro­
cedure which allows selective spatial probing of a natural 
environm ent by com mercially available equipment. The 
results are displayed immediately in the form of pressure 
response as a function of frequency, and require no fur­
ther processing for interpretation. There are of course 
resolution lim itations imposed by the dimensions of the 
testing area, bu t these are easily calculated and are small 
penalties to  pay for the privilege of making formerly 
unobtainable on-location tests.

An acoustic model o f reflecting objects has been intro­
duced which identifies the object with an equivalent fre­
quency response expressible as a frequency-dependent 
scattering coefficient. This frequency response modifies 
the frequency response of a sound source in a manner 
analogous to its electronic circuit counterpart, but pos­
sesses a time delay corresponding to its position relative 
to  source and auditor. The effect of an assemblage of re­
flecting objects can be represented as a three-dimensional 
plot of pressure, frequency and time.

The utilization of time-delay spectrometry is limited 
primarily by the imagination and ingenuity of the experi­
menter. The work described in this paper attem pted to 
yield detailed insight into the technique yet not prevent 
its application because specialized equipm ent was un­
available. It m ust be clear that there is still a  substantial 
class of meaningful m easurem ents which not only require 
extensive modification of the equipm ent but also demand 
further understanding and analysis, in particular the 
phase angle which is analytically available as well as 
the am plitude of response. Electronic circuit concepts 
were used to  develop the technique as well as the acoustic 
model. Perhaps once we possess detailed complex spectra 
of various acoustic systems we may be able to utilize 
the existing wealth of circuit techniques to reduce the 
m ulti-dimensional real-world acoustic problems to a form 
more am enable to analysis. It may well be that time- 
delay spectrom etry is a tool which will contribute to this 
goal.

APPENDIX 

Summary of Important Relations
oo

1. / ( / )  =  ( l / 2 r )  J * F ( « ) e « r f » ,
— 00

00

F(<o) =  ^  f ( t ) e ~  '*l dt 
—  00

2. w (t)  =  e !'&at2 W ( w) =  (2 n i /a ) ^ e ~ ^ 2")

3. w (t)  =  (a /2n i) 'A W *(at)
00

4. £ f ( 0 g ( x  — t )d t  A f ( x ) ®  g (x )
—  00
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5. ,v(/ +  /A.) (g) w (t +  tk) e - ' ^ A '+ 'A  =
( a / l -n i )^  W ( w „ ) [ s ( t + t k— w „ /a )  <8> w ( /  +  / , .—  o j„ /a ) ]

6. s(/ +  r,.)® H's(;+(,.)e,l'.('+,t! =
(« / 2^/) *  W * ( )  [.v( t +  tk— u>Ja) <S> w* (/ +  tk —a>„/ a ) ]

7. w it)  [i-(/) (g) w (r)] =
w (t)  w (/) [S(at) <S> ITfar)] ( a /2 ir /)%

8. w (/) [ i( /)  (gi =  [5(a/) 0  ^ * ( 0/) ]  ( a / 27r i)%

9. w (/) =
<o„/«) ( a / h r i ) *
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Loudspeaker Phase Characteristics 

and Time Delay Distortion: Part 1

RICHARD C. HEYSER

Jet Propulsion Laboratory, California Institute o f  Technology, Pasadena, California

A technique is described for measurement of the complete frequency response of a 
loudspeaker, including amplitude and phase. A concept of time delay is introduced 
which provides a physical description of the effect of phase and amplitude variations 
as a frequency-dependent spatial smearing of the effective acoustic position of a loud­
speaker.

INTRODUCTION In a previous paper a derivation 
was given for a new acoustic testing technique which 
allowed anechoic measurements to be taken in a norm al­
ly reverberant environment [1]. The quantity measured 
was shown analytically to be the complex Fourier trans­
form of the system impulse response of any signal with a 
fixed time delay. When applied to loudspeakers, this 
means that beside the conventionally measured pressure 
amplitude spectrum there is a pressure phase spectrum, 
which to the best inform ation available to this author has 
not been as well investigated. In measuring both the 
amplitude and phase spectrum of some com mon loud­
speaker types it was immediately evident that some pecu­
liarities in the behavior of phase were not apparent from  
an inspection of am plitude alone. Since the measurem ent 
technique allows a subtraction of time delay incurred 
between the electrical stimulus applied to the loudspeak­
er terminals and the pressure wave incident upon the test 
microphone, it was apparent from the beginning that 
there was in many cases a frequency-dependent time 
delay in excess of that caused by the travelling of the 
pressure wave over the known distance from voice coil 
to microphone diaphragm. Attem pts at understanding 
this delay in terms of an equivalent electronic transfer 
function were not satisfactory: the only concept of cir­
cuit time delay which might prove useful is that of group 
delay, also called envelope delay, and it was not evident 
exactly how one might go about application of this 
concept, particularly when open literature definitions are

accom panied with disquieting phrases such as . . when 
the amplitude does not change rapidly with frequen­
cy . . .” and ". . . if there is no absorption . . In fact it is 
rather disturbing that a substitute more in alignment with 
nature is not used in those cases when this so-called 
tim e delay becomes negative, a condition found to be 
quite common in loudspeaker measurements. For this 
reason it became necessary to derive a time delay more 
in keeping with concepts of causality as well as to 
investigate the am plitude and phase relationships in loud­
speakers. The resulting concept of a spatial "spreading 
ou t” of the effective acoustic position of a loudspeaker 
behind its physical position would appear to be a more 
unified approach to  time delay in such a complicated 
network. This paper is a docum entation of some charac­
teristics which have been measured on typical loudspeak­
ers, as well as the derivation of a concept of time delay 
useful for interpreting these characteristics. The ultimate 
purpose is to provide audio engineers working on loud­
speaker design a criterion by which a loudspeaker may 
be equalized to provide a more perfect response than 
would be possible by the use of pressure response m ea­
surements alone.

THE LOUDSPEAKER AS A NETWORK 
ELEMENT

In considering the role of a loudspeaker in the repro­
duction c f  sound, it would appear logical to describe this 
device as a network element. Although a transducer of
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electrical to acoustic energy, a loudspeaker may dissipate 
power, store energy, modify frequency response, intro­
duce distortion, and in general im part the same aberra­
tions in its duty as any conventional electronic network. 
Unlike a conventional network, however, a loudspeaker 
interfaces with the spatial medium of a  hum an interpre­
ter and may possess characteristics in this medium, such 
as polar response and a time-delayed phenom enon, which 
are unlike a normal electronic network element. While 
recognition of these latter effects exists, measurem ent has 
proven cumbersome.

In the discussion to follow a loudspeaker will be con­
sidered as a general network element. This element will 
have some transfer function relating the output sound 
pressure wave to the applied electrical stimulus. The 
output of the loudspeaker will be considered to be its 
free-field response. Where severe interaction with its en­
vironment is desired, as for example in the case of a 
corner horn or wall-mounted dipole, then that portion of 
the environm ent will be included. N o simplification to 
an equivalent circuit is sought; indeed, the system is 
assumed to be so complicated that the only knowledge 
one has is a direct acoustic response measurement.

DEFINITION OF FREQUENCY RESPONSE

The transfer function of a loudspeaker will be as­
sumed independent of signal level. This considerably sim­
plifies the analysis and is justified when one considers 
that deviations from linearity of amplitude are much less 
than deviations from  uniform  frequency response. This 
means that, as in linear circuit theory, one can now 
define the transfer function to be a function of frequen­
cy. Our concern then rests with determining the frequen­
cy response of a loudspeaker.

The frequency response of a loudspeaker will be 
defined as the complex Fourier transform  of its response 
to an impulse of electrical energy. If one considers the 
m agnitude of the frequency dependent pressure response, 
this definition coincides with the practice of using a slow 
sinewave sweep in an anechoic cham ber and plotting 
the pressure response as a function of frequency [17]. 
This definition, however, also includes the phase angle as 
a frequency-dependent term. Thus if a loudspeaker has 
an amplitude response AU>) and a phase response </>(«) 
the loudspeaker response S(<a) is

S(a>) =  A M e W » ) .  (1)

It quite frequently happens that the am plitude re­
sponse is better characterized in decibels as a logarithmic 
function, a(o>), which leads to the simplified form

S(w) =  (2)

The frequency response of a loudspeaker will then 
consist of two plots. The plot of magnitude of sound 
pressure in decibels as a function of frequency, a (o ) ,  
will simply be called amplitude. The plot of phase angle 
of sound pressure as a function of frequency, <£((,)), will 
be called phase. These taken together will completely 
characterize the linear loudspeaker frequency response 
by the relation

ln5(<o) =  a(w) Tf<j)((o). (3)

Equation (3 ) allows us to state that the amplitude and

phase are the real and imaginary components of a 
function of a complex variable. This complex function is 
thus a more complete definition of what is meant by the 
frequency response of a loudspeaker. From  this we see 
that measuring am plitude alone m ay not be sufficient to 
specify total speaker behavior.

THE LOUDSPEAKER AS A MINIMUM 
PHASE NETWORK

The m easurem ent of loudspeaker pressure response is 
not a new art, and substantial definitive data has existed 
for over 40 years [17]. W ith a few very rare exceptions 
these measurem ents have been of the amplitude response 
[23, 24, 25], Indeed, it is com m on practice to call this the 
frequency response of a loudspeaker.

It is of m ore than  casual concern to investigate the 
conditions under which the measurem ent of amplitude 
response is sufficient to characterize the complete behavi­
or of a loudspeaker. Obviously, whenever this is the case, 
the m easurem ent of phase is academic, and a conven­
tional amplitude response measurem ent should continue 
as a mainstay of data. Referring to Eq. (3 ) one may 
inquire into the conditions under which a prescribed 
magnitude function results in a definite phase angle func­
tion and conversely.

F or a complex function such as expressed in Eq. (3) 
there will exist a unique relationship between the real 
and imaginary parts, determined by a contour integral 
along the frequency axis and around the right half-plane, 
if the logarithm is analytic in this right half-plane [2],
A  network which meets this requirem ent is called a
minimum phase network. Thus, if a loudspeaker is a 
minimum phase network, the measurem ent of either 
phase or am plitude is sufficient to characterize the fre­
quency response completely.

When one has a minimum phase network the ampli­
tude and phase are Elilbert transform s of each other 
related by [2, 3, 5, 6]

a ( to )  P I  dx  (4)
77 <X> X

— X

i r* a (x )
— <f>(o>) — — P I ——— dx,  (5)

77 c /  (O X
— X

where P indicates that the principal part of the integral is 
to be taken at the pole w. These integrals are the 
counterpart of Cauchy’s differential relations on the fre­
quency axis and are a sufficient condition to ensure that 
the loudspeaker does not have an output prior to an 
input signal, tha t is, / ( r )  = 0  for t <  0. While it may 
appear absurd to even concern oneself with the obvious 
fact that a minimum phase network cannot predict the 
output, it is quite im portant to the concept of group 
delay for a minimum phase function. It can be shown 
that group delay is not coincident with signal delay for a 
minimum phase network [26],

Given that one seeks confirmation of minimum phase 
behavior in a loudspeaker, how can one determine when 
this condition is actually achieved? It is unfortunate that 
one cannot determine this from either amplitude or 
phase alone. This follows either from an analysis of Eqs.
(4) and (5 ) or the Cauchy-Riemann equations (Eq. A2
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in Appendix A ) or from  a consideration of the factors 
needed to say that there are no zeros in the right 
half-plane. Thus it would seem that it is necessary to 
measure both am plitude and phase in order to determ ine 
if a m easurem ent of am plitude alone would have been 
sufficient. On its face value, this is a convincing argum ent 
for measuring phase.

H ard on the heels o f such an analysis comes the query 
as to  why one would be concerned whether a loud­
speaker is minimum phase or not. The answer comes 
from a very im portant property of minimum phase net­
works which m ay be paraphrased [4] as: If  a loud­
speaker is a minimum phase network then it can be 
characterized as a ladder network composed of resistors, 
capacitors, and inductors, and there will always exist a 
complementing network which will correct the loud­
speaker frequency distortion as closely as one chooses. 
Thus, if one assumes linearity, a minimum phase loud­
speaker could be completely compensated to become a 
distortionless transducer.

Consider what this means if one does not have a 
minimum phase loudspeaker. Assume that a pressure 
response (am plitude) m easurem ent is made on a loud­
speaker in an anechoic chamber. The speaker will of 
course have peaks and dips in its response. One might 
naturally assume that by diligent work it would be pos­
sible to level out the peaks and fill in the dips by a 
combination of electrical and mechanical means to pro­
duce a loudspeaker with a considerably smoother mea­
sured response. However, if one does this with a non­
minimum phase loudspeaker, even if it is non-minim um 
phase over only a portion of the spectrum, one will have 
a transducer with a smoother a (o>) but quite probably a 
considerably distorted <b(<»), having inadvertently created 
a complicated all-pass lattice network. As shown in 
Appendix B and elsewhere [26], this is equivalent to a 
dispersive medium. W hen program  material is fed into 
this ‘ equalized” loudspeaker the odds are that the sound 
heard by a listener will be considerably more unpleasant 
than that coming through the loudspeaker without ben­
efit of such equalization.

The unhappy consequence of this type of experience 
will be an assumption that the anechoic cham ber re­
sponse bears little relationship to the quality of reproduc­
tion, and that perhaps the best loudspeakers were indeed 
made in a previous generation. If, on the other hand, one 
knew what portions of the frequency spectrum were 
minimum phase, equalization of that portion would  im­
prove the response, provided one did not attem pt equali­
zation on the rem aining non-m inim um  phase portions. 
Thus if one is concerned with improving the quality of 
sound reproduction by means of passive or active equali­
zation one is immediately interested in phase response of 
a loudspeaker and determ ination of minimum phase 
criteria.

TIME DELAY IN A LOUDSPEAKER
A network is said to be dispersive if the phase velocity 

is frequency-dependent, which means that the phase 
plot is not a linear function of frequency [11]. In 
pursuing the m athem atical analysis of network transfer 
functions one eventually arrives at considerations of the 
effect of dispersion on time delay of a signal through a

network. Perhaps the best that can be said of such 
considerations is that they are seldom lucid and almost 
never appear applicable to the problem at hand. One 
must nonetheless recognize that group delay (envelope 
delay) and phase delay are legitimate manifestations of 
the perturbations produced on a signal by a network. In 
this section we shall investigate some general consider­
ations of time delay and apply them to the loudspeaker.

There is, o f course, a very real time delay incurred by 
an acoustic pressure wave as it travels from  loudspeaker 
to listener. The velocity of sound in air at a fixed 
tem perature is constant, at least to the precision required 
for this discussion. Furtherm ore, this velocity is not a 
function of frequency. If a pressure wave travels a given 
distance at a given velocity it takes a period of time 
expressed as the quotient of distance to velocity.

When one considers the loudspeaker one can no longer 
assume a non-dispersive behavior. Appendix B contains 
a derivation of the effect of a dispersive medium (with­
out absorption) on the transfer function of a network. It 
is shown that if the time lag is a function of frequency 
the effect will be an excess phase lag in the transducer 
transfer function. A  very im portant result o f this is that 
one should look first at the phase term s when considering 
time delay. Equations (4 ) and (5 ) indicate that, at least 
for a minimum phase network, either phase or am pli­
tude give the same information. Bode [4] has shown 
that for a minimum phase network the phase lag. and 
hence to some measure time lag, of the low-frequency 
portions of the spectrum are governed by the amplitude 
function at high frequencies. Since it is known that the 
am plitude response of a loudspeaker must fall off at 
some sufficiently high frequency, there is some justifica­
tion to believe that there will be an additional time delay 
in a loudspeaker due to  the rolloff of high-frequency 
response. Stated another way, the acoustic position of a 
loudspeaker should, on the average, lie behind its physi­
cal position by an am ount that is some inverse function 
of its high-frequency cutoff. The acoustic position of a 
woofer will be further behind the physical transducer 
than that of a tweeter. This im portant fact is quite 
frequently overlooked by engineers who consider that 
spatial alignment of voice coils is sufficient to provide 
equal-time path signals from multirange loudspeakers.

Having thus considered air path delay and time lag in 
the loudspeaker due to high frequency cutoff, one comes 
to the seemingly nebulous concept of dispersive lag in the 
transducer. Two types of so-called time delays have 
been defined for the purpose of expressing the distortion 
of a signal passing through a medium. These are phase 
delay and group delay, also called envelope delay [7-8]. 
Phase delay expressed in seconds is a measure of the 
am ount by which a sinusoid disturbance of fixed frequen­
cy is shifted in phase after passing through a network. 
This conception is applicable only for a sinewave and 
only after total equilibrium is achieved, and is conse­
quently of no use in considerations of the realistic prob­
lem of aperiodic disturbances. Therefore, we will not 
consider phase delay any further.

G roup delay, also expressed in seconds, is an attem pt 
at expression of the relative time shift of signal frequen­
cy com ponents adjacent to a reference frequency. W hen 
used in this m anner and applied to a medium with a
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substantial time delay (in the classic sense of distance 
traversed at a finite velocity) group delay is of benefit in 
distortion analysis. Group delay has caused a consider­
able confusion among engineers who have attem pted to 
stretch the definition beyond the frequency range within 
which it is valid. Group delay is expressible very simply 
as the slope of the phase-frequency distribution; thus for 
a network with the transfer function of Eq. (2 ),

( 6 )

Group delay, although expressed in the dimension of 
time, is not a satisfactory substitute for the engineering 
concept of time delay which one intuitively feels must be 
present in a medium. There is a strong desire to ascribe 
a causal relation between an applied stimulus to a loud­
speaker, for example, and the emergent pressure wave 
which as a premise, must have some time lag. There are, 
however, enough examples of total inapplicability— so 
called anomalous dispersion— to create suspicion re­
garding the prim acy of group delay.

It can be shown that there is indeed a time delay 
phenomenon in a network m ore in alignment with engi­
neering experience [26], This delay is not necessarily 
single-valued, but may be multiple-valued or possibly a 
time distribution. An engineering interpretation which 
can be put on the time delay of a network m ay be 
secured by investigating the behavior of a given frequen­
cy component of an input signal as it finally emerges in 
the output. It is true that a sudden change in a param e­
ter at the input will in effect create a broad spectrum 
around the particular frequency the delay of which we 
wish to characterize. However, this does not invalidate 
the premise that there will still exist a spectral com ­
ponent of this frequency, and one may legitimately ask 
what happens to that spectral component. It is shown 
that it may take some finite time for the com ponent to 
appear at the output and that for a general network there 
may be many components of the same frequency arriv­
ing with different time delays.

This multiplicity of delayed outputs at a given fre­
quency means that in the case of a loudspeaker one 
could also think in terms of a num ber of loudspeakers 
arrayed in space behind the physical transducer in such a 
way that the air-path delay of each produces the appro­
priate value of delay. Each frequency in the reproduced 
spectrum will then possess some unique spatial distribu­
tion of the equivalent loudspeakers. The emergent sound 
pressure wave will be a perfect replica of electrical signal 
only if these equivalent loudspeakers merge into one 
position for all frequencies since only then will there be 
no frequency-dependent am plitude or phase terms and 
all signal components will arrive at the same tim e [26].

Figure la  is a highly schematic attem pt at illustrating 
the phenomenon of loudspeaker time delay. A single 
loudspeaker is assumed, with a physical position in space 
indicated by the solid line. The effective position of the 
source of sound as a function of frequency is shown by 
speaker symbols which lie behind the physical location of 
the actual speaker by an am ount determ ined by the 
delay time and velocity of sound in air. There may be 
many such equivalent perfect speakers distributed in 
space with m ore or less energy from  each. The average 
position of the distribution of these equivalent speakers is
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Fig. 1. a. Symbolic representation of the effect of frequen­
cy-dependent amplitude and phase variations of a single 
loudspeaker as equivalent to an assemblage of perfect loud­
speakers distributed in space behind the physical position of 
the single loudspeaker. Each of the equivalent perfect loud­
speakers has a flat amplitude and phase pressure response but 
assumes a frequency-dependent position indicated by the 
dotted lines, and in general differs in amount and polarity of 
energy radiated. The physical position of the actual radiator 
is indicated by the solid line while the average acoustic 
position determined by high-frequency cutoff lies behind this 
at the position of the dashed line. b. Symbolic representation 
of the acoustic effect of a response equalization based entire­
ly on correcting the amplitude variations of the speaker of 
Fig. la. The frequencies at which the unequalized speaker is 
minimum phase may be corrected to perfect response indi­
cated by a space-fixed perfect loudspeaker, but excess time 
delay results for non-minimum phase frequencies.

indicated by the dashed line, and corresponds to  the 
delay attributed to high-frequency rolloff. Those frequen­
cies at which the original loudspeaker is minimum phase 
are shown. Note that at no frequency will an equivalent 
speaker be found in front of the physical speaker. This is 
a result of the obvious fact that a loudspeaker can have 
no response prior to an input.

In  Fig. lb  the result o f amplitude equalization alone is 
symbolized. The equivalent speakers coalesce into one 
for the minimum-phase frequencies but spread out for 
all others.

TECHNIQUE OF MEASUREMENT

Analysis of the technique of time delay spectrometry 
has shown that the intermediate frequency amplifier con­
tains the complex response of Eq. (2) with the frequen­
cy param eter <u replaced by a time param eter at [1]. 
This complex spectrum  is convolved with a modifying 
term which is composed in turn of the convolution of the 
impulse response / ( /)  of the interm ediate frequency 
amplifier with the sweeping window function w (f). The 
derivation of this relation is presented in a previous 
paper [1] and is sufficiently lengthy that it will not be 
reproduced here.

Equation (37) of that paper shows that if a loud­
speaker is the subject of this test, the time function one
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finds in the intermediate frequency amplifier is o ( t ) ,  
where

o ( t )  — (Gain Factor)[i(t)  ®  w (t)]  0  S (a t) .  (7 )

T he effect of the convoluting, o r  folding integrals, 
indicated by the symbol ®  is a scanning and smoothing 
of the response S (a t) .  This means that if one observes 
appropriate precautions in sweep rate a, the interm ediate 
frequency amplifier contains a signal which m ay be 
interpreted as

o ( t ) =  Smoothed S ( a t ) . ( 8 )

Expressing this differently, one might say that the 
desired spectrum (Eq. 2) is contained in the equipm ent 
but all “sharp edges” have been smoothed off. The 
am ount of smoothing is a function of the bandwidth of 
the equipm ent and the rapidity of the sweep. W hat is 
im portant is that there are no surprises or genuinely false 
patterns created by time delay spectrometry. If the 
loudspeaker contains a peak in response, then this peak 
will show in the analysis.

Having established the fact that time delay spectrom e­
try will yield the complex transfer function of Eq. (2 ) , it 
rem ains to see how both am plitude and phase m ay be 
extracted. It is assumed that the previous paper [1] will 
be used as reference for the basic technique. Figure 2 is 
a simplified block diagram of a time delay spectrom etry 
configuration capable of measuring both am plitude and 
phase of a loudspeaker response.

In Fig. 2 a crystal oscillator is used as a source of 
stable fixed frequency. A  countdown circuit derives a 
rate of one pulse per second which triggers an extremely 
linear sawtooth generator. This sawtooth provides a hori­
zontal display to an oscilloscope as well as drive to a 
voltage-controlled sweep oscillator. The crystal oscillator 
is also used as a frequency source for two frequency 
synthesizers. A  fixed frequency synthesizer converts the 
crystal frequency to the frequency of the interm ediate 
frequency amplifier for the purpose of providing a refer­
ence to the phase detector. A tunable frequency synthe­
sizer with digital frequency control is used to provide a 
precise offset frequency to down-convert the sweeping 
oscillator to the audio range; the filtered audio-range
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Fig. 2. Block diagram of a time delay spectrometry con­
figuration capable of measuring both amplitude and phase 
frequency response of a loudspeaker.

sweeping tone is then used to  drive the speaker under 
test. A  delay line is used between the sweeping oscillator 
and the m icrophone-channel balanced mixer for the pur­
pose of precise cancellation of the time lag of the down- 
conversion lowpass filter. The intermediate-frequency 
amplifier containing the up-converted microphone spec­
trum  feeds both a lim iter-phase detector channel and a 
logarithmic amplifier-amplitude dem odulator channel. 
The output of either the am plitude or phase detectors 
m ay be selected for display on the vertical axis of the 
oscilloscope which has the sawtooth horizontal drive.

It will be recognized that the dem odulation of phase 
inform ation has necessitated a considerable increase in 
circuit complexity over that required fo r amplitude 
alone. Particularly im portant is the fact tha t subtraction 
o f the free air-path time lag and a stable display of phase 
not only requires a fixed offset frequency precisely divis­
ible by the frequency of the sawtooth sweep but also 
necessitates a coherent phase-stable locked loop involving 
the time lag of the m easurem ent air path.

As an illustration of the precision required, assume 
that one is measuring a response from  dc to  20 kHz in a 
one second sweep and that an interm ediate frequency of 
100 kH z is being used. A n offset of one part in 100,000 
of the oscillator with respect to the phase standard will 
produce 360° of phase drift in one second. W ith a 
high-persistence phosphor, standard with spectrum an­
alyzers, a distinct image blur will occur with a drift of 
3.6° per sweep, yet this requires the oscillators to be 
offset by no m ore than one part in ten million. The use 
of a sampling attachm ent with an x-y plotter might 
require two orders of m agnitude of stability over this 
value, i.e., oscillators which if multiplied up to 1,000 
M H z would differ by no m ore than one Hz. This requires 
a  self-consistent set of frequencies provided by obtaining 
all frequencies from  a single oscillator.

Distance-measuring capability is similarly impressive. 
If one is measuring the phase response in the assumed 20 
kHz band, one has a wavelength of approximately 650 
mil at the highest frequency. A  physical offset in distance 
o f only 6 mil between loudspeaker and m icrophone will 
produce a 3.6° phase change at 20 kHz. This corre­
sponds to a Vi fisec time difference in path length.

While the phase m easurem ent provides an enormously 
sensitive m easure of time delay, it should not be implied 
that it is at all difficult to obtain good data. It is unusual 
when there is sufficient m otion of the air path or 
transducers to upset a phase m easurem ent, and such an 
effect is visible within the time of two sweeps of the 
display.

In  making m easurem ents on a loudspeaker, the micro­
phone is positioned at the desired speaker polar angle 
and at a distance consistent with the spectrum sweep rate 
and closest reflecting object. W ith the loudspeaker ener­
gized by the sweeping tone, the closest integer offset 
frequency is dialed which corresponds to the relation

F 0 =  ( X / c )  (d F /d t ) (9)

where F0 is the synthesizer offset in Hz, X  is the distance 
from  speaker to m icrophone in feet, c is the velocity of 
sound in feet per second, and the sweep rate is measured 
in H z per second.

The am plitude response should be at o r near its peak
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value and require no further adjustment. The displayed 
phase response will quite generally be tilted with respect 
to the frequency axis at a slope which is proportional to 
the deviation of the offset oscillator from  the proper 
value. An offset discrepancy of only two H z will accum u­
late 720° of additional shift in a one second sweep. The 
proper offset frequency is easily found by observing the 
phase display and using that value which produces the 
m ost nearly horizontal phase plot. If  the value is between 
two integer frequencies with a one second sweep, it may 
be helpful to slightly reposition the m icrophone toward 
or away from  the speaker. Having found the required 
offset frequency it is m ore than likely that the display 
will pass through 360° at one o r m ore frequencies, 
producing phase ambiguities. The phase of the offset 
synthesizer must then be slipped until the most nearly 
optim um display results. This is most readily done by 
dialing an offset which is 0.1 H z above the integer H z 
value, which will cause the phase display to move verti­
cally by 36° per sweep. W hen the proper pattern is 
obtained the 0.1 H z digit is removed, leaving a stationary 
pattern of phase vs frequency.

MEASUREMENTS ON TYPICAL 
LOUDSPEAKERS

In the analysis o f typical loudspeaker amplitude and 
phase characteristics it is desirable that a simultaneous 
display of both functions be made so that variations in 
either param eter at any given frequency may be com­
pared. The oscillographs of this section are therefore 
dual-trace plots with the following characteristics:
1. The horizontal axis represents increasing frequency to 
the right with a linear scale; 2. Amplitude is the upper 
plot with logarithmic response and increasing signal as an 
upward deflection; 3. Phase is the lower plot with phase 
lead as an upward deflection. These characteristics, with 
the possible exception of a linear frequency scale, are 
among the standard conventions of network analysis.

Figure 3 is an example of an inexpensive horn-loaded 
compression tweeter. The plot extends from  zero to 10 
kHz with a frequency deflection factor of 1 kH z per cm 
(one cm is represented by a major division). The am pli­
tude deflection factor is 10 dB per cm and the phase is 
60° per cm. By referring to Fig. A-2 in the appendix it 
can be seen that this speaker is of the minimum phase 
type. The peaks at 1.6 kHz, 4 kHz, 7 kHz, and 8 kHz, 
and the dips at 4.6 kHz and 7.3 kH z have the appropri­
ate phase fluctuation. Of particular interest is the peak at 
1.6 kHz, identified by the phase change as a prim ary 
resonance in the driver occurring above horn cutoff.

F igure 4 is an example of a midrange horn-loaded 
speaker of the non-minimum phase type. Small variations 
are of minimum phase, including the dip at 9.4 kHz, but 
inspection of the phase identifies the fact that the speak­
er has a frequency-dependent spatial location. The acous­
tic position of the farthest forward equivalent speaker as 
determined by the offset frequency in the spectrometer is 
approxim ately 0.75 in. behind the position of the phase 
plug. This is in general agreement with the delay one 
would expect with a 10 kHz cutoff. From  2 kHz to 5.5 
kH z the phase slope with independence of amplitude 
indicates a position which might be called Position 1. 
From  5.5 kHz to around 9.4 kHz the acoustic position

Fig. 3. Simultaneous amplitude (upper) and phase (lower) 
response of an inexpensive horn-loaded compression tweeter. 
Response is shown from dc to 10 kHz at 1 kHz per horizon­
tal division. Amplitude is 10 dB per division and phase 60° 
per division.

Fig. 4. Amplitude (upper) and phase (lower) response of 
midrange horn-loaded driver. Coordinates identical to those 
of Fig. 3.

Fig. 5. DC to 20 kHz amplitude and phase response of the 
speaker of Fig. 4. Amplitude is 10 dB per division and 
phase 120° per division.
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Fig. 6. Amplitude (upper) and phase (lower) response of 8 
in. loudspeaker mounted in a reflex cabinet. Frequency scale 
is from dc to 2 kHz at 200 Hz per division. Amplitude is 5 
dB per division and phase 30° per division.

can be seen to be behind Position 1 by almost 2 in. This 
is because the phase slope difference between the two 
regions differs by about 60° per kHz, which yields a tim e 
difference of 1 /6  msec. The phase behavior between 1.1 
kH z and 2 kHz in conjunction with the broad peak 
indicates a minimum phase resonance and not necessarily 
a change in location. This is further bolstered by observ­
ing that the phase slope from  800 H z to  1.1 kH z is tha t 
of 2 kH z to 5.5 kHz. The high negative phase slope at 
the cutoff and the phase peak at 500 H z is the minimum- 
phase behavior to be expected of the rapid drop in 
amplitude. The interpretation of the region around 1.5 
kH z is that of a multi-pole resonance similar to a band­
pass filter.

Figure 5 is the response from  dc to 20 kH z for the 
speaker of Fig. 4. The behavior pattern  shows definite 
non-minim um phase between 12 kH z and 14 kHz, with 
minimum phase elsewhere.

Figure 6 shows the on-axis behavior from  dc to 2

Fig. 7. Amplitude (upper) and phase (lower) response tak­
en 15° off-axis on an unenclosed whizzer-cone speaker. Fre­
quency scale is 1 kHz per division and extends from —5 kHz 
through dc to + 5  kHz. The even frequency symmetry of 
amplitude and odd frequency symmetry of phase necessary 
for causality is readily discerned. Amplitude is 10 dB per 
division and phase is 120° per division.

kH z, at 200 H z per cm, o f an 8 in. speaker m ounted in 
a reflex cabinet. The dip at 600 H z coincides with the 
undam ped back-wall reflection, and from  the phase char­
acteristic can be seen to be of the minimum phase type. 
This oscillograph was m ade with a five times expansion 
of a 10 kH z sweep in order that the space-equivalent 
bandwidth could be made small enough for measurement 
in a small room. F or this reason the smoothing band­
width is 70 Hz and the phase plot will appear slightly to 
the left o f its proper frequency due to smoothing. By 
making the appropriate correction it can be seen that 
each of the peaks and dips is of the minimum phase type 
shown in Fig. A-2. The strong local fluctuations, such as 
the dips at 600 H z, 1100 Hz, and 1500 H z and the 
peaks at 400 Hz and 1350 Hz, produce phase fluctua­
tions which are superim posed on the overall phase char­
acteristic due to  the low-frequency cutoff. This phase 
variation due to low-frequency cutoff is characteristically 
a high negative phase slope in the cutoff region and a 
smooth extension into the region of norm al response.

The low-frequency behavior, which is strong due to 
the system response zero a t dc is shown also in Fig. 7. 
This is a response m easurem ent at 1 kHz per cm made 
from  —5 kH z to + 5  kHz passing through zero. It is a 
15° off-axis response of an unenclosed paper whizzer-cone 
loudspeaker o f the type norm ally used for replacement 
purposes in automobile radios. The required even and 
odd frequency characteristic o f am plitude and phase is 
quite pronounced. F or this loudspeaker the phase change 
is 180° at zero frequency, and does not commence its 
transition until within 200 H z of zero. The apparent 
phase breakup below 100 H z is due to strong low- 
frequency disturbances in the measuring room which 
captured the limiter when the loudspeaker signal dropped 
below their spectral distribution. This oscillograph 
dem onstrates tha t the phase at zero frequency for which 
there is no loudspeaker output, may be obtained by 
centering the time delay spectrom etry display at zero 
frequency and observing the point of symmetry as one 
approaches zero from  both directions. This loudspeaker 
may be seen to have a minimum phase dip at 3.5 kHz 
and a possible minimum phase peak at 2.2 kHz, while 
the rem ainder o f the spectrum is non-minimum phase. 
This is not unexpected since the response was obtained 
off-axis and the diffraction and reflection around the 
whizzer are substantial. N ote in particular the absorption 
dips around 3.5 kH z which do not have substantial 
phase variations.

Figure 8 shows the response of another horn-loaded 
compression tweeter. The scale factors for frequency, 
am plitude and phase are 1 kHz, 10 dB, and 30° per cm 
respectively. The spectrum encompasses dc to 10 kHz. 
With the possible exception of the region around 8.4 kHz 
the response is definitely minimum phase.

Figure 9 shows the response from  dc to  20 kHz of a 
quality midrange electrostatic loudspeaker. This is also of 
minimum phase characteristic throughout the spectrum. 
The large apparent phase jum p at 18 kHz is a phase 
detector transition through the equivalent 360° point.

An extremely difficult loudspeaker to measure, due to 
severe environm ental dependence, is the full-range cor­
ner horn. The inclusion of the necessary walls and floor 
rather effectively nullifies a normally anechoic environ-
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Fig. 8. Amplitude and phase response from dc to 10 kHz 
at 1 kHz per division of a moderately expensive horn-loaded 
compression tweeter. Amplitude is 10 dB per division and 
phase 30° per division.

ment. Figure 10a is for a measurem ent taken 3 ft on-axis 
in front of a medium-size corner horn enclosure. The 
frequency range covered is dc to 1 kH z at 100 Hz per 
cm. The am plitude scale is 10 dB per cm while the 
phase scale is 60° per cm. The response dip at 260 Hz 
was determined to be a genuine loudspeaker aberration 
and not a chance room  reflection by the simple expedient 
of moving the m icrophone physically around and noting 
response. The basic response is seen to be reasonably 
uniform from about 70 Hz to well beyond 1 kHz with 
the exception of a strong minimum phase dip at 260 Hz. 
Figures 4, 8, and 10a compared near cutoff reveal a 
rather similar behavior pattern. According to the analysis 
o f Appendix A the response dip at 260 Hz is minimum 
phase and removable. Figure 10b is the result of a simple 
inductance-capacitance peaking circuit placed between 
the power amplifier and loudspeaker term inals. The scale 
factors and magnitudes of Fig. 10b are identical to those 
of Fig. 10a to show a direct com parison before and after 
removing the minimum phase response dip. Because the 
network represents a loss, investigation of Fig. 10b re­
veals that the overall transfer gain was reduced by about

Fig. 9. DC to 20 kHz response at 2 kHz per division of a 
midrange electrostatic loudspeaker. Amplitude is 10 dB per 
division and phase is 60° per division.

20 dB with an additional 60° of incurred midrange 
phase lag. However, the response dip of Fig. 10a esti­
m ated at close to 20 dB has been effectively removed. 
The remaining response dip at 150 H z may be seen to be 
an independent response aberration by com paring with 
Fig. 10a.

Investigation of the equalized response of Fig. 10b and 
other portions not illustrated revealed a smooth ampli­
tude and phase response at frequencies which were har­
monically related to 260 Hz. Thus, if room  reflections 
did not constitute substantial energy at the microphone 
location, the squarewave response with a 260 Hz funda­
mental should have been improved. Figure 10c is the 
response to such a squarewave of the configuration of 
Figs. 10a and 10b. The upper trace is the response after 
equalization. The lower trace, m ade as a second exposure 
with the equalizer removed and system drive reduced 
accordingly, shows the unequalized response of Fig. 10a. 
There is no question that the transient behavior is im­
proved. T he squarewave frequency of Fig. 10c was cho­
sen to  show the im provem ent due to the response null 
removed, and was not deliberately modified for a more 
pleasing waveform after equalization. In fact, a substan­
tial range of squarewave frequencies from  about 70 Hz 
to 300 H z show a distinct waveform improvement for 
the equalized speaker even with obvious room 
resonances.

CONCLUSION

This paper represents a preliminary report on loud­
speaker frequency response measurement. An attem pt 
has been m ade to provide a  m ore rigorous approach to 
understanding the role that the neglected partner, phase, 
plays in the resultant perform ance of a loudspeaker. The 
m easurem ent of phase as a spectral distribution and its 
correlation with response in the time domain has not 
received the attention which has been devoted to ampli­
tude. There is, in fact, a substantial void in open litera­
ture discussion of phase distributions, which it is hoped 
will be partially filled by this paper. While there is rather 
complete agreement about the effect of peaks and dips 
on the response of a loudspeaker, one can usually expect 
anim ated discussion on the subject of phase variations. 
Part o f the reason is the difficulty in instrumenting a 
phase m easurem ent since phase is intimately related to 
time of occurrence. Thus measurements on magnetic 
recorders, disk recorders, loudspeakers and microphones 
are norm ally restricted to  amplitude characteristics. 
W here lack of reverberation allows definite measurement 
of a source, measurements in the time domain by im­
pulse testing or otherwise are used as a supplement to 
am plitude response m easurem ents in the frequency 
domain [20], By utilizing a different m easurem ent tech­
nique it has been dem onstrated here that loudspeaker 
phase response m easurem ents may be m ade with the same 
facility and validity as am plitude response ones.

Having thus secured the capability of simultaneous 
m easurem ent of amplitude and phase spectra, it is neces­
sary to dem onstrate a reasonable need for this capability. 
Looked at another way, any prior analysis which dic­
tated a valid need for phase information would most 
certainly have precipitated a measurement technique. It
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c.

Fig. 10. a. Three foot on-axis measurement of a corner 
horn loudspeaker system. Frequency scale is 100 Hz per 
division and covers dc to 1 kHz. Amplitude (upper) is 10 dB 
per division and phase (lower) is 60° per division, b. Result 
of equalization of the single major response dip of Fig. 10 a. 
c. Upper trace is the acoustic response to a square-wave of 
the equalized loudspeaker of Fig. 10b. Lower trace is the 
acoustic response of the unequalized loudspeaker of Fig. 10a. 
Vertical scale is uncalibrated pressure response and hori­
zontal scale is 1 msec per division.

was required, then, to analyze the conditions under 
which it is necessary to  have both amplitude and phase 
characteristics before one can say one knows everything 
about the frequency behavior. This led to electronic 
circuit analysis, where both spectra are normally consid­
ered, and a consideration of that class of networks 
known as m inim um  phase. The answer was not found 
completely in circuit analysis, since the very complex 
behavior of a loudspeaker quite frequently overtaxes the 
simplified concept of circuit tim e delay. The appendices 
to  this paper help to bridge the gap in using circuit 
concepts for analysis o f loudspeakers when one has both 
am plitude and phase spectra. Appendix A  derives a sim­
ple graphical relationship between amplitude and phase 
which allows one to state whether a network under 
analysis is of the minimum phase type. This derivation 
was necessary since circuit analysis normally proceeds 
from  a knowledge of the equations governing behavior, 
whereas loudspeaker characteristics are a product o f a 
m easurem ent on a system for which one has incomplete 
analysis.

Appendix B is a derivation of the inter-dom ain Fourier 
transform ation relationship in the case of a dispersive 
medium without absorption. This is, of course, precisely 
what one finds with a loudspeaker if all m inimum phase 
aberrations are removed. Surprisingly, this is also a com­
m on delay situation in m any other branches o f wave 
mechanics, yet the transform  of a fixed delay of time or 
frequency (a  special case of a non-dispersive m edium ) 
is the only form  found in widely respected literature.

A head-on attack on the concept of time delay in a 
dispersive medium  with absorption, which is a general 
characterization of loudspeakers, seems required. The 
concept of time delay in such a medium does not lack 
publication; however, such analysis is generally so spe­
cific that an engineer quite understandably hesitates in 
applying it to  a general problem . A n attack on this 
problem , discussed in a paper originally planned as a 
third Appendix to the present one [26], proceeds from  
the premise that a real-world system is causal; the output 
follows logically from  the input and cannot predict the 
input. In pursuing this premise we were willing to  accept 
a multiple-valued time behavior of spectral components. 
As a result, we found that there is indeed a concept of 
tim e delay of a system which is causal and makes engi­
neering sense. Furtherm ore, there is a natural analogy 
between frequency and time which allows an engineer to 
draw from knowledge in one domain to  add to com pre­
hension in the other domain, and thus to relate m odula­
tion theory to time delay incurred by a complex frequen­
cy transfer function. Although a unique concept of time 
delay, the derivation involved is shown to be consistent 
with the w ork of Rayleigh [15], Brillouin, [16] and 
MacColl [9]. A n im portant byproduct of this analysis is 
an explanation for the confusion created by attem pts at 
using group delay in an absorptive medium. I t is shown 
that the classic concept of group delay is not applicable 
to a minimum phase medium, and hence to any causal 
medium with absorption.

Thus, it is possible to identify the effect of amplitude 
and phase variations as equivalent to what would exist if 
the actual loudspeaker were replaced by a large num ber 
of perfect loudspeakers spread out in space in a frequen-
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cy-dependent m anner. W ith this approach to  the interre­
lation o f am plitude and phase, one can state from  m ea­
sured perform ance whether a given loudspeaker may be 
improved by electrical o r mechanical means. Since it 
makes no difference whether the response characteristic 
is traceable to the loudspeaker, enclosure, or immediate 
environment, if the resultant behavior is m inim um  phase 
one knows that it can be improved.

Finally, some amplitude and phase spectra of typical 
loudspeakers have been included. The product of any 
mathem atical analysis of phase and time delay would be 
questionable if it could not be applied to  the practical 
physical problems of an audio engineer. It has been 
dem onstrated by example that a loudspeaker m ay not be 
m inimum phase. In the case where a loudspeaker is 
found to  be minimum phase, a simple example was 
included to dem onstrate that such minimum-phase re­
sponse deficiencies can be removed by simple networks.

As m ore familiarity is gained with the phase response 
of loudspeakers it is likely that such m easurem ent will 
become more commonplace. By relating the amplitude 
and phase characteristics to a seldom considered form  of 
distortion, time delay, and by providing a visual means 
of determining whether this time delay distortion is re­
movable by relatively simple means, it is hoped tha t a 
tool has been provided which will lead to improved 
quality of sound reproduction.

APPENDIX A

Relations Between Amplitude and Phase for 
Minimum Phase Network

Assume the transfer function of a netw ork is

H (s )  =  A ( s ) e ’</>M =  e*W+i  0(») ( A l)

where a(s)  =  InA (s)  and s =  a+iu>. This will be de­
fined as the transfer function of a m inim um  phase net­
w ork if a ( j )  and are uniquely related each to the 
other. I f  either a ( j)  o r <fi(s) are known, then everything 
is known about the network. This implies that there are 
no zeros or poles of the transfer function in the right- 
half s plane, since the derivatives must not only exist 
along the /<0 axis for all values of the frequency <o but 
are related by the Cauchy-Riem ann equations within and 
on the boundary of the right-half j  plane [2,6]:

and

da(s)  d<j>(s)

d a  d w

Taking further derivatives,

da(s)

dui

d<f>(s)

d  /  d a ( s )  \  _  

d a  \  d a  /

from  which it follows that 

d 2a(s)

d /  d<f>(s) \

da \  dw /

d /  d<f>(s)

dio V da

d /  50 (5 )

da V  da)

d2a (5)

. (A 2)

(A 3)

(A 4)

)■

d a 2
(A 5)

d 2t ( s ) d2</>(s)

da2
(A 6)

If  one assumes tha t the com plex s plane is a  topologi­
cal m ap with a(s)  as the elevation, the situation is as 
plotted in Fig. A -l fo r the simple one-pole one-zero

Fig. A -l. Representation of the topological plot of ampli­
tude response in the complex j-plane. A section is taken 
along the ia> axis which corresponds to the curve normally 
considered as the amplitude response. The behavior near a 
pole in the left half 5-plane is characterized and lines of 
steepest descent and of equipotential are shown.

function. F o r such a plot of a(s)  the lines o f steepest 
descent for a ( j )  are equipotential lines for <f>(s). The 
lines of descent for a (r)  can originate only from  those 
points at which a (s)  is positive o r negative infinite, since 
no finite m axim a or m inim a occur and there can only 
be saddle points where

d H ( s ) / d s  =  0. (A 7)

Because there are no singularities in the right half­
plane one can then state that fo r a point on the imagi­
nary axis (where a  =  0 and the real-world concept of 
transfer function exists) when at o r near a frequency of 
closest approach to a singularity such as wa in Fig. A -l,

d a ( s ) / d a  is a maxim um  negative value. (A 8)

From  Eq. A2, then, at this frequency

d<f>(s)/do> is a maximum negative value, (A9)

or, a point of inflection exists for <£(r),

<920 ( t )  /  dor =  0. (A 10)

A t this point any penetration into the s plane along 
the direction of the a axis must be along an equipotential 
line of phase and consequently a m axim um  rate of change 
of phase with respect to  a ,  since it follows from  Eqs. A6 
and A 10 that

d 24>(s)/da2 =  0.

This means that

d I  d<f>(s) \  d 2a(s)/  d<f>(s) \  

V da> /d a  \  d d w 2

( A l l )

(A 12)

=  maximum negative.
This leads to the very simple rule for a m inim um  phase
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network: A t a local m axim um  or m inim um  in the trans­
fer function, a frequency of m axim um  curvature of am ­
plitude corresponds to a point of inflection of phase.

It m ay also be seen tha t the skew symm etry of Eqs. 
A2 allow a sim ilar rule stating tha t a m axim um  curva­
ture of phase corresponds to  a point o f inflection of 
amplitude.

Also, from  inspecting the polarity of the functions it 
is evident that if one considers the direction of increasing 
frequency, when d 2a(<u)/dw2 is a maxim um  positive then 
d<t>(w)/du) is a m aximum positive, while when d 2<j>(u>)/ 
du>2 is a m aximum positive then da(w )/dw  is a maxim um  
negative.

N ote th a t these relationships should be held precisely 
only if the frequency under analysis is tha t which is 
closest to  the singularity (pole o r zero in transfer func­
tion) which produces the high rate of change of curva­
ture. Perturbations on either side of the frequency of 
the singularity will adhere less to this pattern  the further 
one proceeds from  the singularity. F igure A-2 shows

Fig. A-2. Characteristic amplitude and phase plots which 
may be used to identify minimum phase behavior. Points of 
maximum curvature are shown by circles around which the 
curve may be considered as bent, and associate points of 
inflection indicated by horizontal lines.

several simple cases of am plitude and phase functions 
which one can use to identify m inim um -phase networks. 
Points o f maximum curvature are shown by the dashed 
circle around which the curve might be thought o f as 
bent. Points of inflection are shown by horizontal dashes. 
Note that the frequency scale is linear, am plitude is 
plotted logarithmically in dB with increasing gain as a 
positive quantity, and phase is plotted as an angle with 
the standard convention of phase lag as a negative angle.

APPENDIX B 

Fourier Transform of Frequency-Dependent 
Delay

A medium in which a tim e-dependent disturbance 
propagates is said to be dispersive if the velocity in the 
medium, or time of traverse, varies with the frequency 
of the time dependence. If  there are m any frequency 
constituents in the initial form  of the disturbance, then 
some time later these constituents are dispersed. The ob­

served w aveform  at a fixed “dow n-stream ” location will 
no longer be identical to the initial disturbance, and the 
resultant waveform  will be a distortion of the original 
waveform  even if no reduction in am plitude of these 
constituents has occurred.

Assume that the tim e delay for each frequency w has 
been determ ined to  be

T M  =  T 0+ t M (B l)

where T 0 is a fixed delay in seconds and t(w)  is a dis­
persive time delay. Since we are interested in frequency 
dependent factors, the frequency phase dependence be­
comes

® U ) = / : r ( « ) d »  =  T V o + J r  M d a .  (B2) 
o o

This is the phase dependence of each frequency com­
ponent com prising the dispersed output waveform. The 
expansion of all such com ponents in a Fourier integral 
will yield the resultant tim e function at the output. Thus, 
for the case of an otherwise perfect transmission system, 
an input signal w ith a time dependence g (t)  and a fre­
quency transform

G M  =  f  g (t)e~ ™ tdt (B3)

will produce an output from  the dispersive medium of 
f ( t ) ,  where

f ( t )  =  ( 1 /2 *-) f G ( u > ) e - M M e™tdw. (B4)
—  00

The negative sign is used for tim e delay. This leads to 
the im portant finding that:

If G(u>) is the transform  of g ( t ) ,  then

is the transform  of

By the same reasoning, if g(t)  is the transform  of G(w) 
then

is the transform  of

G [o>-+- Q (t)].

N ote that the com monly encountered transform  re­
lations for a fixed delay constitute the special case of 
non-dispersive tim e delay.
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Loudspeaker Phase Characteristics and Time 
Delay Distortion: Part 2

RICHARD C. HEYSER

le t  Propulsion Laboratory, California Institute o f  Technology, Pasadena, California

Fourier Integral concepts are explored for the relation existing between a function in 
the frequency domain and its time domain counterpart. A derivation is obtained for the 
effect of a loudspeaker’s imperfect frequency response as a specific type of time delay 
distortion of the reproduced signal.

INTRODUCTION In  an earlier paper [1] the defini­
tion of loudspeaker frequency response was expanded to 
include the phase of the pressure wave produced by an 
electrical stimulus as well as the conventionally measured 
amplitude. A  technique of m easurem ent was introduced 
which allowed a measurem ent to be m ade of this more 
complete response, and some examples were included of 
the response of common types of loudspeaker. Since the 
proper role of a loudspeaker is the acoustic reproduction 
of a tim e-dependent signal, the m easurem ent of even 
the m ore complete frequency response is academic unless 
some inference can be obtained from  this measurem ent 
as to  whether the loudspeaker does its job well. Ac­
cordingly a presentation without proof was m ade of a 
means of visualizing the effect of im perfect loudspeaker 
frequency response as producing a time delay distortion 
equivalent to a frequency-dependent spatial distribution 
of otherwise perfect loudspeakers. It is the purpose of 
the present w ork to  investigate the determ ination of 
temporal response from  the m ore complete frequency 
response and develop this acoustic model.

In considering time response it must be remembered 
that engineers w ork in  a causal world where cause dis­
tinctly precedes effect and tim e advances in its own 
inexorable fashion. N o analysis perform ed on a network 
as complicated as a loudspeaker may be considered valid 
if it violates causality and allows the clock to  run

backward. Because of considerable m athem atical com­
plexity, the subject of time delay in a dispersive medium 
with absorption is generally avoided in  most written 
material. The reader o f such material is left instead with 
some simplified relations using the frequency phase spec­
trum , which fo r m ost systems yield tim e delay answers 
close to observed behavior. Those systems fo r which the 
answer violates a p rio r physical premise are considered 
anom alous. W hen all that is available on the frequency 
response of a  loudspeaker is the pressure am plitude spec­
trum  one cannot utilize the simplified temporal relations, 
and hence no questions arise. With the introduction of a 
means for measuring the complete frequency response 
one runs into immediate difficulty with application of the 
simplified concepts o f tim e behavior because in many 
cases it is found that causality cannot be maintained.

In order to understand the distortion which a loud­
speaker may im part to  a tim e-dependent signal because 
of its im perfect frequency response, it becomes necessary 
to look m ore closely at the concept of frequency- 
dependent tim e delay and generate revisions required to 
present an understandable acoustic equivalent for an 
actual loudspeaker. This paper proceeds by first demon­
strating why the com mon concept of group delay is not 
applicable to minimum-phase systems with absorption. 
Then a substitute fo r group delay is developed and is 
shown to provide the proper solution for some systems
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commonly considered to have anomalous behavior. Fi­
nally, a network concept is introduced which leads to an 
appropriate acoustic model for a loudspeaker.

GROUP DELAY, EXCESS DELAY, AND 
OVERALL TIME DELAY

Historically the concept o f time delay in a dispersive 
medium was recognized as early as 1839 by Ham ilton, 
but the distinction between phase delay and group delay 
seems to have been put on a firm foundation by Lord 
Rayleigh in publications in 1877 [2], Rayleigh consid­
ered that group velocity represented the actual velocity 
of propagation of groups of energy in a  medium. G roup 
delay is defined to be the time delay in traversing a fixed 
distance at this group velocity [3], To understand group 
delay one need only consider that the transform ation 
from the analysis of a problem in the frequency domain 
to the solution in the time domain involves a Fourier 
Integral of the form

/( / )  =  ( 1/2*-) f G M e a<“>eir'“f+0(a,)]rf(o (1)
—oo

This may fall into a class of integral equations of the 
type

/ ( / ) =  ^ F { s ) e lsM ds  (2)

where 5 =  a  +  iw, g(s)  =  x  +  iy is an analytic function, t is 
large, positive, and real, and F (s)  varies slowly com pared 
with the exponential factor [4, 5].

Lord Kelvin's method of stationary phase evaluates 
integrals of this type by deforming the path of inte­
gration where possible through saddle points where x  is 
constant and

dx /d (T = dx/dm  — 0 and d y / d a = d y / d w  =  0 (3)

For this path the modulus of exp [fg (s)] is constant 
while the phase varies. When all of these conditions are 
met, not only may an asymptotic solution be achieved 
but w hat is more important, Eq. (3 ) shows that the 
major contribution to the integral takes place where the 
phase is stationary and

* ( « ) / * »  =  0. (4)

When these conditions are applicable the m ajor con­
tribution to the solution of Eq. (1) occurs at a time t 
such that

t — d<f)((1}') / do). (5 )

Since time commences in the analysis at initiation of 
input stimulus, this means that the tim e delay of the 
signal through the network is this value of r, called group 
delay.

Since the principle o f stationary phase is a com monly 
used derivation of the network theory concept of group 
delay, it is of utm ost importance to note the restrictions 
on the use of this derivation. The most im portant restric­
tion is that the modulus remain a slowly varying function 
of frequency in that region of the frequency domain 
where the phase is changing the least. This means that 
when working with a network element this condition may 
be met by solutions which involve very long time delays, 
such as transmission lines, or when applied to networks

that have no amplitude variation with frequency, such as 
all-pass lattices where a (« )  in Eq. (1) is always a 
constant.

In setting up relations for a network with absorption 
and short overall time delays, one gets an equation 
deceptively similar to Eq. (2 ) but with a substantial real 
as well as imaginary term  in the exponent. The time 
function of Eq. (1 ) is an inversion integral evaluated 
along a path which is the entire imaginary axis from  
— oo through the origin to + oo , closed to the left with a 
semicircle o f infinite radius and the origin as center. This 
is done so as to encircle all singularities of the integrand 
for time greater than zero. The path  of integration is 
restricted to the iw axis when the expression of Eq. (1 ) is 
used and the real and imaginary parts of the exponent 
are related by the Cauchy-Riemann differential relations. 
Thus, even if a ( w )  is generally a slowly varying func­
tion, just a t that point on the iw axis where the phase is 
stationary, a (<o) varies rapidly and one cannot use the 
principle of stationary phase. If the time delay of the 
network is small relative to several periods of the fre­
quency under analysis, which is a condition commonly 
found in loudspeakers, then this inapplicability of station­
ary phase can lead to  solutions fo r tim e delay which are 
absurd. Consider for example the circuit of Fig. 1. This 
network is certainly well behaved, yet the group delay is 
negative from  zero frequency to the geometric mean of 
the transfer-function break points. Since obviously the 
output cannot predict the input, the only logical solution 
would be that the time delay of this network is not 
represented by group delay. There will of course exist a 
p roper solution for time delay, but this requires a careful 
evaluation of the inversion integral through the saddle 
points o f Eq. (3 ) where one may either use Kelvin’s 
method of stationary phase with a path through the saddle 
points with x  constant, or the method of steepest descent 
which chooses a path of integration so as to  concentrate 
the large values of x in the shortest possible interval 
with y  constant. The two methods are nearly equivalent, 
since the paths cross the same saddle points and can be 
deformed one into the other provided contributions from  
any singularities crossed are taken into account.

The m inim um  phase transfer function is the function 
with the minimum accumulation of phase lag (negative 
phase shift) as w proceeds from  dc to infinity. Because of 
this the accum ulation of phase lag in a minimum phase

Fig. 1. A simple minimum phase circuit and its group 
delay, illustrating the inapplicability of group delay to such a 
causal circuit.
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network may be negative as well as positive, as in the 
case of the circuit o f Fig. 1. Since the Cauchy-Riemann 
equations actually define a minimum phase network and 
are necessary conditions that a circuit cannot predict the 
occurrence of a signal, the behavior of phase accum ula­
tion means that the group delay of Eq. (5 ) does not 
provide a m easure of time lag in a minimum phase 
network.

W hile this might appear to  destroy the concept of 
group delay for minimum phase networks, consider now 
the special non-minimum phase network called the all­
pass or flat network, with a constant am plitude of re­
sponse [6, 7, 8]. F or this network there is accumulated 
phase lag at a rate which is not negative at any frequen­
cy, yielding a group delay which is never negative. F or
this network, since a(co) is constant, the principle of
stationary phase is valid on the im aginary axis. The time 
delay thus calculated according to Eq. (5 ) is everywhere 
meaningful; this time delay of an allpass network with 
the transfer function

=  (6)

will be defined as excess delay

'excess d 6 (^o)') /d o )- (7 )

One must be careful to observe that the excess delay is 
the time elapsed from the injection of a transient to  the 
m ajor contribution of the output waveshape. There m ay 
be m inor ripples, or forerunners to use a phrase of 
Brillouin [9], which precede this m ajor change as well as 
the latecomers which provide the effect com monly 
called ringing, but nonetheless the m ajor change will 
occur at the time which was called excess delay.

If a network is minimum phase, there exists a unique 
relationship between am plitude and phase which allows a 
complete determination of phase from  am plitude. If a 
network is non-minimum phase with a transfer function 
H(o>), there will exist a unique minimum phase network 
G(o>) with the same am plitude response, and an allpass 
network with a phase response 6( 0)) in cascade such that 
[10]

H M  =  G (< o )e-« (“) =  A  U e -™ M .  (8)

If the time delay characteristics of minimum phase 
networks and allpass lattices are considered, one can 
reconstruct the time behavior of any arbitrary physically 
realizable network. There will exist som e total time delay 
of the network H {<,>) which will be called There
will also exist some time delay fo r the minimum phase 
network G (« ) which will be called tmi„ ph(r. The relation 
between these delays is

'overall 'mill. phase 'excess
=  'min.phase +  [OOM/Oo)]-  (9)

The commonly used group delay is the frequency slope 
of the total measured phase of H (w) , or from  Eq. (5 )

'group =  [3 < # )(o )) /3 < o ] +  [< 9 0 (« )  . /& , ) ]  ( 1 0 )

which may be expressed as

'group 'overall "b { [(9<j>(to)/ 0o)\ 'miu.phase}* (11)

Consequently the group delay will be quite close to the 
overall time delay of the network if

'overall ^ ^  { \̂ 0cf)(.o)')/ 0o)'] 'min.phase}* (1*-)

This is another verification that if a network has a 
sufficiently large overall time delay, then group delay 
m ay be considered a satisfactory substitute provided that 
the group delay of the equivalent m inim um  phase net­
work is reasonably well behaved.

TIME DELAY AS A DISTRIBUTION

T urn  now to a consideration of time delay in a gener­
al network. A ttem pts a t a direct derivation of tim e delay 
do not seem particularly fruitful, since the classic defini­
tion requires tha t one m ake a sudden change in some 
param eter and see how  long it takes before this change 
appears in the output; however, the mom ent a discontin­
uity is created in a time derivative of an electrical 
param eter, one no longer has that param eter but a large 
set o f sideband frequencies which interfere with the 
m easurem ent. Thus one is led to look for another solu­
tion which involves the relationship existing between fre­
quency and time.

The relationship existing between a function in the 
time dom ain f ( t )  and the same function in the frequency 
domain F (o > ) , is given by the Fourier integrals

CO

j F M e ^ d o )  (13)
— cc

and F(< „) =  /  f ( t ) e ~ ^ d t .  (14)
— 00

There is an obvious symm etry which analytically lets a 
function in tim e com m ute with a function in frequency. 
Indeed, if a function were given in a dum m y param eter 
and one did not know whether it was of time or frequen­
cy, there would be no way of ascertaining the proper 
domain. A rem arkable fact would arise if one blindly 
inserted this function into the wrong equation: if the 
function were as well behaved as any related to a real 
world containing dissipation, the answer would be cor­
rect in form. This is because functions may be trans­
ferred in the Fourier integral if the sign of one of the 
param eters is reversed [11]. The implications of this are 
enorm ous, as m any facts laboriously proven in one 
domain m ay autom atically be transferred to the other 
domain. F or example, as pointed out in a previous paper
[12], if one term inates a time series there exists a 
frequency overshoot analogous to G ibbs’ phenomenon.

The com m utation of param eters, then, gives the re­
m arkable simplification that the analysis of a distribution 
in time due to a complex transfer function is isomorphic 
with the frequency distribution due to complex modula­
tion in time. This isomorphism considerably frees our 
imagination when trying to cope with the concept of the 
time delay of a frequency. If one imagines that the 
variation of amplitude with frequency of a frequency 
transfer function is analogous to the variation of ampli­
tude with time of a time transfer function, one can 
imagine that there are “time sidebands” analogous to the 
frequency sidebands of m odulation theory. In the case 
of frequency, all values from  — oo through zero to +  co 
are allowed and we conveniently identify negative fre­
quency as a phase reversal of a positive frequency. For 
the param eter time it is conventional to start analysis for 
a value of zero and assume no activity prior to this.
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This merely requires that the time function have an even 
and odd com ponent which cancel each other for all 
times less than zero. For such a time function which does 
not allow prediction, this means that the frequency 
function similarly has an even (am plitude) and odd 
(phase) component, although these will not necessarily 
cancel out at any frequency. This physical realizability 
criterion also means that the frequency transfer function 
must have complex conjugate poles and zeros in order to 
satisfy the even-odd requirement.

The concept of time delay of a frequency com ponent 
is not complete, since the functions discussed so far are 
voltages in term s of either frequency or time. Consider, 
however, a frequency function which has a distribution 
that is forming as we observe in real time. This is called 
the running transform  F ((u>) [13, 14]

F ,U )  =  f  f ( t ) e - M d t .  (15)
— 00

In this case there is a distinct relation between the 
distribution of sideband energy and time. There will exist 
a spectral distribution of frequencies corresponding to 
an instant in time which may be single-valued, multiple­
valued, or a continuous distribution. By interchanging 
time for frequency one may infer that the time delay of 
a network for a given frequency may also be a distribu­
tion. This goes a long way toward clarifying the confu­
sion created by investigators who attem pt to come up 
with a single-valued number for the delay of a network.
In those regions in which the actual delay distribution is
small or single-valued, the simple group delay scores very 
well, but in regions o f m oderate to large dispersion 
group delay falls down completely and even yields ab­
surdities.

By observing the conjugate behavior of time and fre­
quency it should be apparent to anyone familiar with 
modulation theory that a network frequency transfer 
function

f m = a m  g —i<fi((o) =z ga(co) g — a)) (16)

represents a distribution of time delayed functions 
around the value

^roup =  [d<j>(<o)/d<o]. (17)

Furtherm ore, the group delay will represent the absolute 
delay of each com ponent only if

a(w) =  constant. (18)

The distribution around the group delay in Eq. (17) is 
certainly consonant with the paired echo concept of 
Wheeler and MacColl [15] which treats the effect of 
m inor deviations from  the ideal transfer function by 
expanding the time function around these deviations.

DELAY IN MINIMUM PHASE NETWORK

Having recognized that the true network time delay of 
Eq. (19) may not necessarily be single-valued and may 
even be a finite distribution, we turn out attention to 
deriving the form  of a minimum phase time pilase for 
several simple expressions.

As shown earlier, the group delay of a network with 
constant gain is the proper delay. Consider the single

Fig. 2. Normalized plot of excess delay for a first-order 
allpass lattice.

pole allpass lattice function

L(a>) =  ( s —a ) / ( s + a )  =  (/to — a )/(/w  +  u) for a  =  0. (19) 

This is a constant gain function with a group delay

/?roup =  2 « /(fl2+ « ,2) . (20)

This is shown in Fig. 2. The time delay is maximum at 
zero frequency, and there is no delay at infinite frequen­
cy. There is also the very useful fact that single pole 
functions can be expressed as combinations of this lat­
tice, for example,

1 1 /  s — a \
 =   1 -   ( 21 )
s +  u 2 a \  s +  fl /

and

j + f t  1 r  s —  a~\
 =   \ {a +  b ) - { b - d )  ------- . (22)
s + a  2a L s +  u - l

Equation (21) is that of a simple lowpass filter, and 
Eq. (22) describes the circuit of Fig. 1 if a is greater 
than b. The lefthand side of these equations is the 
commonly encountered system transfer function H(s ) ,  
consisting of a frequency-dependent amplitude and phase 
function. The system transfer function is the frequency 
transform  of the time response to an impulse of voltage 
h( r ) ; thus,

H ( s ) =  f  h ( t ) e ~ stdt. (23)
—  X

Norm ally we think of the system transfer function as 
the quotient of output to input signal and use this con­
cept to generate the common form expressed by the 
lefthand side by using a sinewave signal. This concept, 
however, is only valid if a sinewave is used, since there 
must in general be a time delay in a network; since Eq. 
(23) does not contain an explicit tim e dependence it is 
apparent tha t this tim e discrepancy is absorbed in the 
com plex frequency spectrum  and thus locked up so that 
we cannot readily predict time behavior without m athe­
matical manipulation. The rightband sides of Eqs. (21) 
and (22) show alternate forms of the system transfer 
function, obtained purely from  a special class of transfer 
functions which represents a known frequency-dependent 
time delay w ithout a frequency-dependent amplitude. 
(Using this form  allowed us to unlock the time behavi­
or.) •

Examining Eq. (21) it is apparent that the simple
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lowpass filter can be considered to consist of two parallel 
constant-amplitude delay functions, one with no delay 
and the other the delay of Eq. (2 0 ). A t very high 
frequencies these two delay signals cancel each other 
since they arrive at the same time and are of opposing 
polarity, while at low frequencies there is not a simul­
taneous output and hence no complete cancellation. A  
similar interpretation can be placed on Eq. (22).

Thus, the search for a meaningful concept of time 
delay in a circuit has revealed that there are simple 
allpass functions which possess a frequency-dependent 
time delay that fits out intuitive concept of delay; fur­
therm ore, a simple m inim um -phase network for which 
the concept of group delay is invalid is now seen to be 
represented as a combination of allpass delay functions. 
Figure 3 shows the minimum phase time delay and group

Fig. 3. Minimum phase delay and group delay. The actual 
minimum phase delay is double-valued and composed of a 
straight-line zero delay and a bell-shaped delay of the form 
of Fig. 2. The group delay is single-valued, a. Single-pole 
lowpass circuit, b. Single-zero single-pole transfer function.

delay for the single-pole functions of Eqs. (21) and
(22). The minimum phase delay is seen to be double­
valued for these single-pole functions. The strength of 
these delayed signals is obtained from  the coefficients of 
Eqs. (21) and (22 ). It is immediately apparent that 
group delay is quite misleading for the function of Fig. 
1, since this goes to negative time over a substantial 
portion of the frequency spectrum. The actual delay, as 
can be seen, never goes negative. Similarly, the group 
delay of Fig. 3a, although never negative, is nonetheless 
improper.

A NETWORK CONCEPT

The single-pole single-zero allpass lattice function of 
Eq. (19) is a primitive function which can be used as a 
building block for more com plicated delays. Two lattices 
in cascade may, like relations (21) and (2 2 ), be com ­
posed of combinations of the constituent lattices; for 
example, if  a ¥= b,

s — a s — b _   ̂ ^  a +  b s —a a +  b s — b

At first glance this would appear to invalidate the 
conclusion that the time delay of any allpass network is 
the frequency derivative of the phase function, as the 
latter is single-valued whereas Eq. (24) shows an expan­
sion which is definitely multiple-valued. Reconciliation 
may be obtained by remembering that the principle of 
stationary phase yields the tim e at which the largest 
contribution will occur for the integral in Eq. (1 ). This 
time will be that o f Eq. (7 ) .  W e m ight expect that there 
will be p rio r contributions and these are discerned in 
the expansion on the right hand side of Eq. (2 4 ). If a 
sufficiently complicated network of such allpass functions 
were generated and an oscilloscope used to  view the 
network output with a sudden input transient, the output 
waveform would be observed to  have forerunners 
preceding the main signal transition. The only condition 
under which no forerunners would be observed is when 
the individual lattice sections are identical, in which case 
there can be no expansion such as Eq. (2 4 ). In other 
words, there is no linear com bination for an iterated 
lattice,

[ ( j - a ) / ( j  +  a ) ] »  (25)

and in this case the delay of Eq. (7 ) is the only delay. In 
this special case, if the frequency param eter a is very 
high, approaching infinity as rapidly as the num ber of 
identical sections n, then in the lim it as n becomes large 
without lim it this relation becomes the transfer function 
of ideal delay, [10]

’ ToS =  e  iToW f o r  a — 0 . (26)

s + o  s + b a — b s + a  a — b s+f>

Similarly, one can expand other products of lattices as 
linear combinations of the individual lattices.

F or all other iterated lattices the delay distribution will 
be a summ ation of the constituent delays and in the limit 
for such a dispersive network will be an integral expres­
sion (derived in an earlier paper [1]). The m agnitude of 
term s on the righthand side of Eq. (24) and any such 
expansion is such that no single term contributes appreci­
ably to the resultant output prior to the time indicated 
by Eq. (7 ) .  Instead each term  is effectively nullified by a 
term representing a prior o r later delay, and nullifica­
tion is not substantially removed until the time of Eq.
(7 ).

From  the preceding discussion of forerunners it is 
quite easy to see how it is possible for a network with 
the transfer function and tim e delay of Fig. 3b to be 
cascaded with a complementing network to produce a 
constant-gain zero-delay output; thus,

( j+ J > )  ’(s +  a ) - ( s  +  a ) / ( s  +  b) =  1. (27)

W hile there is a finite delay com ponent in Eq. (2 2 ), 
there is no necessity to envision a negative tim e delay to 
cancel the term  of the form  (24) which occurs in the 
cascaded com bination, since each and every forerunner 
except a unity-gain zero-delay forerunner is cancelled 
completely. Some rem arkable facts m ay now be deduced 
from  the preceeding observations about network trans­
fer functions which have all poles and zeros on the real a 
axis.

1. Any network with simple poles and zeros restricted 
to the real a  axis may be considered as equivalent to a 
parallel com bination of first-order allpass lattices. There 
will be one allpass lattice for each pole of the network 
transfer function. The pole, and hence time delay dis­
tribution. o f each lattice will be determined by the asso­
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ciate transfer function pole, while the strength and polar­
ity of each lattice will be determined by the joint dis­
tribution of zeros and poles.

2. H igher order poles in the transfer function will 
yield series combinations of the associate lattices, with 
the num ber of lattice sections determined by the order of 
the pole.

3. Series combinations of networks m ay be considered 
as parallel combinations of the constituent lattices of 
each network.

Because of the associative property of the Fourier 
transform , the foregoing conclusions concerning the dis­
tribution of equivalent networks m ean that since each 
lattice has a frequency-dependent tim e delay, the time 
delay of the network output is not single-valued but a 
multiple-valued combination of the primitive delays. Fig. 
2 is a time-delay frequency distribution for the simple 
one-pole function. Any other minimum phase network 
which can be expressed as a rational function factorable 
to the form

( t+ u )  (s+ 6 ) . . .

  (28)
(S +  a ) ( *  +  /3) . . .

will have a  time delay frequency function expressible as 
a sum of delays of the form  of Eq. (20) and will have a 
graphical plot of delay vs frequency such as Fig. 4. To

Fig. 4. The multivalued delays to be anticipated for a 
transfer function with a multiplicity of simple poles at the 
same frequency.

consider the time delay behavior of such a network, we 
m ay thus draw  the equivalent network of Fig. 5, where 
each lattice is considered a frequency-dependent delay 
line with the delay of Eq. (20 ). A  zero delay m ay be 
assumed due to a lattice with a pole at zero frequency. 
The gain and polarity of each delay line channel is 
assumed to be determined by a summing amplifier, for 
the sake of illustration only.

W hen dealing with a physical process which involves 
propagation with a frequency-independent velocity, such 
as sound in air, an equivalent interpretation of Fig. 5 
would be that there is a distribution of otherwise perfect 
sources which assume a frequency-dependent position in 
space such that the delay due to the additional distance 
travelled at the velocity of propagation is identical to 
that of the equivalent delay line.

The allpass lattice of Eq. (19) has a single-pole and 
single-zero configuration on the real axis. This, as was 
seen, is quite satisfactory for discussing the time delay of

F U  :

t u
-Tflnr'-

-mnr'-

GM

G U =  Z K . - e i£ W d w -F U

T U  = 2a

K„ = gain factor

Fig. 5. Symbolic representation of a network with a trans­
fer function expressible as a rational product of terms with 
poles and zeros. This network may be interpreted as a 
parallel combination of delay lines with constant amplitude 
transfer function but a frequency-dependent delay as shown. 
An input signal with spectral distribution F M  will produce 
the output G(«).

any minimum-phase network with poles on the real 
axis, i.e., with the terms of Eq. (28) which do not have 
an im aginary com ponent. A  loudspeaker, however, gen­
erally has poles with an imaginary component, which 
leads to peaks and dips in the frequency response and 
dam ped ringing in the time response. F or this case there 
exists one type of allpass lattice which, like Eq. (19) on 
the real axis, can be used to represent the time delay of 
any network w ith imaginary poles. This is the second- 
order lattice with conjugate complex poles and zeros and 
with the transfer function

( s — a + i b )  (s —a — ib )

(s + a + i b ) ( s + a —ib)
(29)

There does not exist a simple one-parameter delay 
such as represented by Eq. (2 0 ); instead the delay rela­
tion now depends upon the position of a and b. The form 
of delay may be ascertained by allowing the expansion 
of Eq. (29) to be considered as two cascaded sections of 
the type of Eq. (19) with appropriate shift in complex 
frequency. Since the transfer function is now a sum of 
phase shifts, the tim e delay from  Eq. (2 0 ), is [7]

2 a
t =  -

2 a

a2 +  (<o—b )'2 a2 +  (<u+h)2
(30)

Obviously, if the term b approaches zero this becomes 
the transfer function of Eq. (25) with n =  2, so that the 
delay becomes twice that of Eq. (20). On the other 
hand, if for a given value of b the term a approaches 
zero, the phase shift in the vicinity of the frequency of b

Fig. 6. Representation of the form of the excess delay of a 
second order allpass lattice.
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becomes very large for a small change in frequency. In 
this case the time delay becomes large without limit. The 
nature of the delay tim e for various positions of the poles 
is shown in Fig. 6.

The form  of the delay for the case where b is very 
much greater than a is the same as in Fig. 2, with the 
contribution of excess delay occurring at the frequency 
of b. This leads to the considerable simplification that as 
long as one is considering local variations in a loudspeak­
er response, one may consider all activity centered at the 
frequency of this variation and use the simple expres­
sion of Eq. (20). Because local loudspeaker fluctuations 
in phase and amplitude are usually significant, the 
equivalent delay and consequently the effective acoustic 
position relocation m ay be significant fo r the frequency 
of strong local fluctuation. A  physical interpretation of 
this may be secured by observing w hat would happen if 
the loudspeaker were fed a transient signal which had in 
its spectrum this frequency of unusual delay. The pres­
sure wave output would have all frequencies except this 
component, since for a short time this com ponent will 
not have arrived. It is a calculable fact that removal of a 
com ponent is tantam ount to adding a cancelling-out of 
the phase-equivalent com ponent to the original signal. 
Consequently, the ou tput pressure transient will be per­
ceived to have a “ringing” com ponent at the frequency 
that is removed. Within some period of time the com ­
ponent frequency will arrive, gracefully one might add, 
since it is really a distribution o f the form  of Fig. 2, and 
the interpretation is that the ringing has now subsided. If 
the signal is removed from  the loudspeaker terminals, 
the delayed com ponent must persist fo r some time and 
the interpretation of this waveform would be that there 
is a ringing of the output with polarity reversed from  the 
start-up transient.

a b

Fig. 7. a. Complete plot of amplitude, phase, and time 
delay (double valued) for the circuit of Fig. 1 with the 
frequency of maximum absorption at dc. b. Equivalent am­
plitude and phase characteristic of the transfer function of an 
electromagnetic wave passing through a single resonance 
dielectric medium exhibiting anomalous dispersion in which 
the group velocity by calculation can exceed the velocity of 
light in vacuum. The frequency dependent time delay (after 
Brillouin [9]) which has been normalized to the same center 
frequency of Fig. 7a is a continuum within the shaded region.

ANOMALOUS DISPERSION

A particularly significant distribution of amplitude and 
phase when discussing group delay is afforded by the 
transfer function for a real passive dielectric medium 
with a single simple resonance. The group velocity of a 
wave propagating in this m edium  could exceed the velo­
city of light and gave rise to  the term  “anomalous 
dispersion”. The concept of group velocity established by 
Lord Rayleigh was so firmly entrenched that this solu­
tion posed a serious challenge to the theory of relativity. 
So great was this discrepancy that an exceedingly com ­
plicated solution was worked by Sommerfeld and Brillou­
in. Figure 7b is a plot o f amplitude, phase, and time 
delay as worked out by Brillouin [9]. He observed that 
there was no unique delay, but depending upon sensitivi­
ty  o f apparatus there was a distribution of delays in the 
shaded region. F or com parison with the solution above, 
Fig. 7a is a similar display for the function of Eq. (22) 
when a is greater than b. The agreement is quite satisfac­
tory when one realizes that the index of refraction which 
plays the role of the network transfer function involves 
a square root of a function of the form  of Eq. (22) and 
hence does not have a simple pole and zero but branch 
points. The branch points lead to the continuous distribu­
tion, whereas simple poles and zeros yield singular func­
tions for time delay.

SUMMARY

A  loudspeaker, when considered as a transducer of 
electrical signals to acoustic pressure, has a transfer 
function which has a frequency-dependent am plitude and 
phase response. The effect of these amplitude and phase 
variations m ay be considered to be the introduction of a 
time delay distortion in the reproduced pressure re­
sponse. The response of an actual loudspeaker will be 
identical to the response one would have from  an ensem­
ble of perfect loudspeakers each one of which assumes a 
frequency-dependent position in space behind the actual 
loudspeaker. The number of equivalent loudspeakers, and 
hence the m easure of time delay smearing, will increase 
with the complexity of the amplitude and phase spec­
trum. In  those portions of the frequency spectrum where 
the actual loudspeaker is of minimum phase type, it is 
always possible to modify the response by mechanical o r 
electrical means such that all equivalent loudspeakers 
merge into one position in space. When this is done there 
is no frequency-dependent time delay distortion, and the 
pressure response may be made essentially perfect. A t­
tempts at minimum phase equalization of those portions 
of the frequency spectrum where the actual loudspeaker 
is non-minimum phase will not coalesce the equivalent 
loudspeakers but will leave a spatial distribution which is 
equivalent to a single perfect loudspeaker with a frequen­
cy-dependent position behind the actual loudspeaker.
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Determination of Loudspeaker Signal Arrival Times* 

Part I

RICHARD C. HEYSER

Jet Propulsion Laboratory, California Institute o f  Technology, Pasadena, Calif.

Prediction has been made that the effect of imperfect loudspeaker frequency response 
is equivalent to an ensemble of otherwise perfect loudspeakers spread out behind the real 
position of the speaker creating a spatial smearing of the original sound source. Analy­
sis and experimental evidence are presented of a coherent communication investigation 
made for verification of the phenomenon.

INTRODUCTION: It is certainly no exaggeration to
say that a meaningful characterization of the sound field 
due to a  real loudspeaker in an actual room  ranks among 
the more difficult problems of electroacoustics. Some­
how the arsenal of analytical tools and instrum entation 
never seems sufficient to  win the battle of real-world 
perform ance evaluation; at least not to the degree of 
representing a universally accepted decisive victory. In 
an attem pt to provide another tool for such m easure­
m ent this author presented in a previous paper a m ethod 
of analysis which departed from  traditional steady state
[1]. It was shown that an in-place m easurem ent could be 
made of the frequency response o f that sound which 
possessed a  fixed time delay between loudspeaker exci­
tation and acoustic perception. By this means one could 
isolate, within known physical lim itations, the direct 
sound, early arrivals, and late arrivals and characterize 
the associated spectral behavior. In a subsequent paper
[2] it was dem onstrated how one could obtain not only 
the universally recognized am plitude spectrum  of such 
sound but also the phase spectrum . It was shown that if 
one made a measurem ent on an actual loudspeaker he

* Presented April 30, 1971. at the 40th Convention of the 
Audio Engineering Society, Los Angeles.

could legitimately ask “how well does this speaker’s di­
rect response recreate the original sound field recorded 
by the m icrophone?” By going to first principles a proof 
was given [3] th a t a loudspeaker and indeed any trans­
fer medium  characterized as absorptive and dispersive 
possessed w hat this author called time-delay distortion. 
T he acoustic pressure wave did not effectively emerge 
from  the transducer im m ediately upon excitation. In­
stead it emerged with a definite tim e delay that was not 
only a function of frequency but was a multiple-valued 
function of frequency. As far as the sonic effect per­
ceived by a listener is concerned, this distortion is iden­
tical in form  to w hat one would have, had the actual 
loudspeaker been replaced by an ensemble of otherwise 
perfect loudspeakers which occupied the space behind 
the position of the actual loudspeaker. Furtherm ore, 
each of the speakers in the ensemble had a position that 
varied in space in  a frequency-dependent manner. The 
sonic image, if one could speak of such, is smeared in 
space behind the physical loudspeaker.

This present paper is a  continuation of analysis and 
experim entation on  this phenom enon of time-delay dis­
tortion. The particular emphasis will be on determ ining 
how many milliseconds it takes before a sound pressure 
wave in effect emerges from  that position in space occu­
pied by the loudspeaker.
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APPROACH TO THE PROBLEM

The subject m atter of this paper deals with a class of 
measurem ent and perform ance evaluation which consti­
tutes a radical departure from  the m ethods norm ally 
utilized in electroacoustics. Several of the concepts pre­
sented are original. It would be conventional to begin 
this paper by expressing the proper integral equations, 
and thus prom ptly discouraging many audio engineers 
from  reading further. M uch of the criticism raised 
against papers that are “too technical” is entirely just in 
the sense that common language statem ents are com ­
pressed into com pact equations not fam iliar to most of 
us. The m ajor audience sought for the results of this 
paper are those engineers who design and work with 
loudspeakers. However, because the principles to be dis­
cussed are equally valuable for advanced concepts of 
signal handling, it is necessary to give at least a minimal 
m athem atical treatm ent. F or this reason this paper is 
divided into three parts. The first part begins with a 
heuristic discussion of the concepts of time, frequency, 
and energy as they will be utilized in this paper without 
the usual ponderous mathematics. Then these concepts 
are developed into defining equations for loudspeaker 
m easurem ent, and hardw are is designed around these 
relations. The second part is a presentation of experi­
m ental data obtained on actual loudspeakers tested with 
the hardware. The third part is an Appendix and is an 
analytical development of system energy principles which 
form the basis for this paper and its m easurem ent of a 
loudspeaker by means of a rem ote air path m easure­
ment. The hope is that some of the mystery may be 
stripped from  the purely m athem atical approach for the 
benefit of those less inclined toward equations, and pos­
sibly provide a few conceptual surprises for those accus­
tomed only to rigorous mathematics.

TIME AND FREQUENCY

The sound which we are interested in characterizing 
is the result of a restoration to  equilibrium conditions 
of the air about us following a disturbance of that equi­
librium by an event. An event may be a discharge of a 
cannon, bowing of a violin, or an entire movement of 
a symphony. A fundam ental contribution to analysis 
initiated by Fourier [4] was that one could describe an 
event in either of two ways. The coordinates o f the two 
descriptions, called the domains of description, are di- 
mensionally reciprocal in order that each may stand 
alone in the ability to describe an event. F or the events 
of interest in this paper one description involves the 
tim e-dependent pressure and velocity characteristics of 
an air medium expressed in the coordinates of time, 
seconds. The other description of the same event is ex­
pressed in the coordinates o f reciprocal time, hertz. Be­
cause these two functional descriptions relate to the 
same event, it is possible to  transform  one such descrip­
tion into the other. This is done mathem atically by an 
integral transform ation called a Fourier transform . It is 
unfortunate that the very elegance of the mathem atics 
tends to  obscure the fundam ental assertion that any 
valid mathem atical description of an event automatically 
implies a second equally valid description.

It has become conventional to choose the way in 
which we describe an event such that the mathem atics

is most readily m anipulated. A  regrettable consequence 
of this is that the ponderous m athem atical structure but­
tressing a particular choice of description may convince 
some that there is no other valid m athem atical choice 
available. In fact there may be m any types of represen­
tation the validity of which is no t diminished by an ap­
parent lack of pedigree. A conventional mathematical 
structure is represented by the assumption that a time- 
dom ain characterization is a scalar quantity while the 
equivalent reciprocal tim e-domain representation is a 
vector. Furtherm ore, because all values of a coordinate 
in a given dom ain must be considered in order to  trans­
form  descriptions to the other domain, it is m athem ati­
cally convenient to talk of a particular description which 
concentrates completely at a given coordinate and is 
null elsewhere. This particular m athem atical entity, which 
by nature is not a  function, is given the name impulse. 
I t is so defined that the F ourier transform  equivalent 
has equal magnitude at all values of that transform  co­
ordinate. A  very special property of the impulse and its 
transform  equivalent is that, under conditions in which 
superposition of solutions applies, any arbitrary func­
tional description m ay be m athem atically analyzed as an 
ordered progression of impulses which assume the value 
of the function at the coordinate chosen. In dealing with 
systems which transfer energy from  one form to an­
other, such as loudspeakers or electrical networks, it is 
therefore mathem atically straightforw ard to speak of the 
response of that system to a single applied impulse. We 
know that in so doing we have a description which may 
be mathem atically m anipulated to  give us the behavior 
o f that system to any arbitrary signal, whether square 
wave or a Caruso recording.

In speaking of events in the tim e domain, most of us 
have no reservations about the character of an impulse. 
One can visualize a situation wherein nothing happens 
until a certain m om ent when there is a  sudden release of 
energy which is immediately followed by a return to 
null. The corresponding reciprocal time representation 
does not have such ready hum an identification, so a tacit 
acceptance is m ade that its characterization is uniform  
for all values of its param eter. An impulse in the re­
ciprocal time domain, however, is quite recognizable in 
the time dom ain as a sine wave which has existed for 
all time and will continue to exist for all time to come. 
Because of the uniform  periodicity of the time-domain 
representation for an impulse at a coordinate location 
in the reciprocal time domain, we have dubbed the co­
ordinate of reciprocal time as frequency. W hat we 
mean by frequency, in other words, is that value of co­
ordinate in the reciprocal time domain where an im­
pulse has a sine wave equivalent in the time dom ain with 
a given periodicity in reciprocal seconds. So far all of 
this is a m athem atical m anipulation of the two major 
ways in which we may describe an event. Too often we 
tend to assume the universe must somehow solve the 
same equations we set up as explanation for the way 
we perceive the universe at work. M uch ado, therefore, 
is made of the fact that many of the signals used by 
engineers do not have Fourier transform s, such as the 
sine wave, square wave, etc. The fact is that the piece 
o f equipm ent had a date of m anufacture and we can be 
certain that it will some day fail; but while it is available 
it can suffice perfectly well as a source of signal. The 
fact that a mathem atically perfect sine wave does not
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exist in no way prevents us from  speaking of the im ­
pulse response of a loudspeaker in the time dom ain, or 
w hat is the same thing, the frequency response in the 
reciprocal tim e domain. Both descriptions are spectra in 
that the event is functionally dependent upon a single­
valued coordinate and is arrayed in terms of tha t co­
ordinate. If  we define, for any reason, a zero coordinate 
in one domain, we have defined the corresponding epoch 
in the other domain. Since each dom ain representation 
is a spectrum  description we could state th a t this exists 
in  two “sides.” One side is th a t for which the coordinate 
is less in m agnitude than the defined zero. The form  of 
spectral description in the general case is no t dependent 
on the coordinate chosen fo r the description. Thus we 
could, by analogy w ith com m unication practice which 
norm ally deals with frequency spectra in term s of side­
bands, say th a t there are tim e-domain sidebands. The 
sideband phenom enon is the description of energy dis­
tribution around an epoch in one domain due to  oper­
ations (e.g., m odulation) perform ed in the other do­
main. This phenom enon was used by this author to  solve 
for the form  of time-delay distortion due to propagation 
through a dispersive absorptive m edium  [3].
TT'ourier transform  relations are valid only for infi- 

nite limits of integration and w ork as well for 
predictive systems as they do for causal. T here is no 
inherent indignation in these transform s fo r a world 
with backward running clocks. The clock direction must 
be found from  some other condition such as energy 
transform ation. As pointed out previously [3], this lack 
of time sense led some investigators to  the erroneous 
conclusion that group delay, a single-valued property, 
was uniquely related to real-world clock delay for all 
possible systems and has led others to  the equally errone­
ous conclusion tha t a uniform  group delay always guar­
antees a distortionless system. W hen we consider w ork­
ing with causal systems, where our clocks always run  
forward at constant rate, we must impose a condition 
on the tim e-domain representation tha t is strongly analo­
gous to w hat the com m unication engineer calls single 
sideband when he describes a frequency attribute. We 
must, in other words, say that the epoch of zero tim e 
occurs upon stimulation of the system and that no energy 
due to that stimulation may occur for negative (prio r) 
time. The conditions imposed on the other dom ain rep­
resentation, frequency domain, by this causal require­
ment are described as H erm itian [21]. T hat is, both 
lower and upper sidebands exist about zero frequency 
and the am plitude spectrum  will be even symmetric 
about zero frequency while the phase spectrum  is odd 
symmetric.

The mathem atical simplicity of impulse (and  its sinu­
soidal equivalent transform ) calculations has led to a 
trem endously useful series o f analytical tools. Among 
these are the eigenvalue solutions to the wave equa­
tion in the eleven coordinates which yield closed form
[10]. However, these are m athem atical expansions which, 
if relating to one domain wholly, m ay be related 
to the other domain only if all possible values of co­
ordinate are assumed. Trem endous m athem atical frus­
tration has been experienced by those trying to inde­
pendently m anipulate expressions in the two domains 
w ithout apparently realizing that each was a descrip­
tion of the same event. H aving assumed one descrip­

tion, our ground rules o f analysis prevent an arbitrary 
choice of the description in  the other domain. Because 
the time- and frequency-dom ain representations are two 
ways of describing the same event, we should not expect 
tha t we could m aintain indefinite accuracy in  a time- 
dom ain representation if we obtain this from  a restricted 
frequency-dom ain m easurem ent, no m atter how clever 
we were. If  we restrict the am ount of inform ation avail­
able to  us from  one dom ain, we can reconstruct the 
other dom ain only to the extent allowed by the available 
inform ation. This is another way of expressing the inter­
dom ain dependence, known as the uncertainty prin­
ciple. Later we shall consider the process of weighting a 
given spectrum  description so as to  minimize some un­
desirable sideband clutter when reconstructing the same 
inform ation in the com plem enting spectral description.

W hen dealing w ith very simple systems, no difficulty 
is encountered in using a frequency-only or time-only 
representation and interpreting joint domain effects. But 
the very nature of the completeness of a  given domain 
representation leads to extrem e difficulty when one asks 
such seemingly simple questions as, “w hat is the time 
delay of a given frequency com ponent passing through 
a system with nonuniform  response?” A prior paper 
dem onstrated that there is a valid th ird  description of an 
event [3]. This involves a  joint tim e-frequency charac­
terization which can be brought into closed form  if one 
utilizes a  special prim itive descriptor involving first-order 
and second-order all-pass transm ission systems. In  some 
ways this third description, lying as it does between the 
two principal descriptions, m ay be m ore readily identi­
fied with hum an experience. Everyone fam iliar w ith the 
score of a musical piece would be acutely aware of a 
piccolo solo which cam e two measures late. A  frequency- 
only or time-only description of this musical fiasco might 
be difficult to interpret, even though both contain the 
inform ation. O ther joint dom ain m ethods have been un­
dertaken by other investigators [5],

Applying this th ird  description to  a loudspeaker pro­
vided the m odel yielding tim e-delay distortion. It was 
shown that the answer to  the tim e of emergence of a 
given frequency com ponent had the surprise that at any 
given frequency there were multiple arrivals as a func­
tion of time. T he nature o f the th ird  description was 
such tha t one could envision each frequency arrival as 
due to its own special perfect loudspeaker which had a 
frequency-dependent tim e delay which was single valued 
w ith frequency. If  the system processing the inform ation 
(in  this case a loudspeaker) has a  simple ordered pole 
and zero expansion in the frequency domain, then the 
arrival times for any frequency are discrete. If the ex­
pansion has branch points, then the arrival times may 
be a bounded distribution. The general problem for 
which this provides a solution is the propagation of in­
form ation through a dispersive absorptive medium. Even 
though this characterization of inform ation-bearing me­
dium  best fits a loudspeaker in a room, as well as most 
real-world propagation problem s, attem pts at solutions 
have been sparse [6], [7].

The equipm ent available to us to m ake measurements 
on a loudspeaker, such as oscilloscopes and spectrum 
analyzers, w ork in either o f the prim ary domains and 
so do not present the third-dom ain results directly. This 
does not mean tha t other inform ation processing means,
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perhaps even hum an perception of sound, w ork wholly 
in the prim ary domains. W ithin the restrictions of the 
uncertainty principle, which is after all a m athem atical 
lim itation imposed by our own definitions, we shall take 
a given frequency range and find the time delay of all 
loudspeaker frequency com ponents within that range. 
The nature of this type of distortion is illustrated sche­
matically in Fig. 1. If a m om entary burst of energy E( t )  
were fed a perfect loudspeaker, a similar burst o f energy 
E '( t )  would be observed by O some tim e later due to 
the finite velocity of propagation c. M ore generally an 
actual loudspeaker will be observed by O to have a time 
smeared energy distribution e(r). As far as the observer 
is concerned, the actual loudspeaker will have a spatial 
smear e(x).

ENERGY, IMPULSE AND DOUBLET

Anyone fam iliar with analysis equipment realizes that 
the display of Fig. 1 will take more than some simple 
assembly of components. In fact, it will take a closer 
scrutiny of the fundam ental concepts of energy, fre­
quency, and time. The frequency-dom ain representation 
of an event is a complex quantity embodying an ampli­
tude and a phase description. The tim e-domain represen­
tation of the same event may also be expressed as a com ­
plex quantity. The scalar representation of tim e-domain 
perform ance of a transmission system based on impulse 
excitation, which is common coinage in com munication 
engineering [9], is the real part of a more general vec­
tor. The imaginary part of that vector is the H ilbert 
transform  [2], [4] of the real part and is associated with 
a special excitation signal called a doublet by this author. 
F or a nonturbulent (vortex free) medium wherein a  vec­
tor representation is sufficient, the impulse and doublet 
responses completely characterize perform ance under 
conditions of superposition. F or a turbulent medium one 
must use an additional tensor excitation which in. most 
cases is a quadrupole. F or all loudspeaker tests we will 
perform, we need only concern ourselves with the im ­
pulse and doublet response.

Any causal interception of inform ation from  a remote 
source implies an energy density associated with the ac­
tions of that source. The energy density represents the 
amount of useful work which could be obtained by the 
receiver if he were sufficiently clever. F or the cases of 
interest in this paper, the total energy density at the 
point of reception is composed of a kinetic and a poten­
tial energy density component. These energy density 
terms relate to the instantaneous state of departure from  
equilibrium of the medium due to the actions of the 
remote source.

If we wish to evaluate the am ount of total w ork which 
could be perform ed on an observer, whether m icrophone 
diaphragm or eardrum , at any moment, such as given in 
Fig. 1, then we m ust evaluate the instantaneous total 
energy density. In order to specify how much energy 
density is available to us from  a loudspeaker, and what 
time it arrives at our location if it is due to a predeter­
mined portion of the frequency spectrum, we must 
choose our test signal very carefully and keep track of 
the ground rules of the equivalence of time and fre­
quency descriptions. We m ay not, for example, simply 
insert a narrow  pulse of electrical energy into a loud­
speaker, hoping that it simulates an impulse, and view

the intercepted m icrophone signal on an oscilloscope. 
W hat m ust be done is to determ ine first w hat frequency 
range is to be of interest; then generate a signal which 
contains only those frequencies. By the process of gener­
ation of the excitation signal for a finite frequency band, 
we have defined the time epoch for this signal. In ter­
ception of the loudspeaker acoustic signal should then 
be made a t the point o f desired measurem ent. This inter­
ception should include both kinetic and potential energy 
densities. The total energy density, obtained as a sum of 
kinetic and potential energy densities, should then be 
displayed as a function of the time of interception.

The foregoing simplistic description is exactly what 
we shall do for actual loudspeakers. Those whose ex­
perim ents are conducted in term s of the time domain 
only will im m ediately recognize tha t such an experiment 
is commonly characterized as physically unrealizable in 
the sense that having once started a time-only process, 
one cannot arbitrarily stop the clock or run it backward. 
In  order to circum vent this apparent difficulty we shall 
m ake use of the proper relation between frequency and 
tim e descriptions. R ather than use true physical tim e for 
a m easured param eter, the time m etric will be obtained 
as a F ourier transform  from  a frequency-domain m ea­
surement. Because we are thus allowed to redefine the 
tim e m etric to suit our m easurem ent, it is possible to 
alter the time base in any m anner felt suitable. The price 
paid is a longer physical time for a given measurement.

Fig. 1. Symbolic representation of time-distance world 
line for observer O perceiving energy from loudspeaker S.

A loudspeaker energy plot representing one millisecond 
m ay take many seconds of real clock time to process, 
depending upon the time resolution desired. The process 
utilized will coincide in large measure with some used 
in  coherent com m unication practice, and the am ount by 
which the derived time metric exceeds the real clock 
tim e will correspond to  w hat is called filter processing 
gain. The basic signal process for our measurem ent will 
start with that of a time delay spectom eter (TDS) [1],
[16]. This is due not only to the basic simplicity of in­
strum entation, but the “domain swapping” properties of 
a TDS which presents a complex frequency measure­
m ent as a complex time signal and vice versa.

ANALYSIS, IMPULSE AND DOUBLET

If we consider that a tim e-dependent disturbance / ( / )  
is observed, we could say that either this was the result
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of a particular excitation of a general param eter /(x )  
such that

oo

J sin X ( t —x)
f ( x ) ------------------ dx

TT ( t ~ X )
(1)

or it was the result of operation on another param eter 
F(w ) such that

/ ( / )  =  f  F(ai)eia,tdb>. ( 2 )

Eq. (1) is known as F ourier’s single-integral form ula 
[4, p. 3] and is frequently expressed as

/ ( 0  =  S  f ( x ) S ( t — x ) d x (3)

where S ( t —x) is understood to mean the limiting form  
shown in Eq. (1 ) and is designated as an impulse be­
cause of its singularity behavior [10].

The functions / ( x )  and F(co) o f Eqs. (2 ) and (3 ) ,  
Fourier’s two descriptions of the same event, are thus 
considered to be paired coefficients in the sense that each 
of them multiplied by its characteristic “driving func­
tion” and integrated over all possible ranges of that driv­
ing function yields the same functional dependence f ( t ) .  
This paired coefficient interpretation is that expressed by 
Campbell and Foster in their very significant work [8].

Eq. (3 ) may be looked upon as implying that there 
was a system, perhaps a loudspeaker, which had a par­
ticular characterization / ( x ) .  W hen acted upon by the 
driving signal 8(t — x ), the response f ( t )  was the result­
ant output. Conversely, Eq. (2 ) implies that there was 
another equally valid characterization. F(co) which when 
acted upon by the driving signal eiwt produced the same 
response /( f ) -

The functions / ( x )  and F(&>) are of course F ourier 
transform s of each other. The reason for not beginning 
our discussion by simply writing down the transform  
relations as is conventional practice is that to do so tends 
to overlook the real foundations of the principle. To 
illustrate that these functions are not the only such rela­
tions one could use, consider the same system with a 
driving signal which elicits the response

g( t )  =  lim

00

J f  cos X {t — x)  — 11
/(x )  \ ------------------------ V dx  (4)

1  n ( t - x )  J

which as before we shall assume to exist as the limiting 
form

Also,

g( t )  =  f f ( x ) d ( t — x)dx .  (5)

g(t )  =  f F (o j){ — i sgn(o>)}e'atda>. (6)

Obviously this is an expression of the H ilbert trans­
form  of Eqs. (2 ) and (3 ) [2], [4]. It is none the less a 
legitimate paired coefficient expansion of two ways of 
describing the same phenom enon g( t ) .  By observing the 
way in which 8( t —x)  and d ( t — x)  behave as the limit 
is approached in Eqs. (1 ) and (4 ) ,  it is apparent that 
both tend to zero everywhere except in a narrow region 
around the value where t —x. Thus there is not one, but 
at least two driving functions which tend toward a singu­

larity behavior in the limit. As wc shall see, these two 
constitute the most im portant set of such singularity oper­
ators when discussing physical properties of systems such 
as loudspeakers. Because of the nature of singularity ap­
proached by each, we shall define them as impulse and 
doublet, respectively. T he following definitions will be 
assumed.

The impulse operator is approached as the defined 
limit

sin at
8 (0  =  lim --------- . (7)

The impulse operator is not a function but is defined 
from  Eq. (3 ) as an operation on the function f ( x )  to 
produce the value f ( t ) .  8(t )  is even symmetric. The 
application of an  electrical replica of the impulse oper­
ator to any network will produce an output defined as 
the impulse response of that network. The Fourier trans­
form  F(u>) o f this impulse response f ( t )  is defined as 
the frequency response of the network and is identical 
at any frequency to the complex quotient of output to 
input fo r tha t network when excited by a unit amplitude 
sine-wave signal of the given frequency.

The doublet operator is approached as the defined 
limit

d( t )  — lim
cos at — 1

(8)
771

The doublet operator is not a function but is defined 
from  Eq. (5 ) as an operation on the function f ( x )  to 
produce the value g( t ) .  d( t )  is odd symmetric. The ap­
plication of an electrical replica of the doublet operator 
to any network will produce an output defined as the 
doublet response of that network. The doublet response 
is the H ilbert transform  of the impulse response. The 
Fourier transform  of the doublet response is identical to 
that of the impulse response, with the exception that the 
doublet phase spectrum  is advanced ninety degrees for 
negative frequencies and retarded ninety degrees for 
positive frequencies.

In addition to  the above definitions, the Fourier trans­
form  of the impulse response will be defined as being of 
minimum phase type in that the accum ulation of phase 
lag for increasing frequency is a minimum for the re­
sultant am plitude spectrum. The Fourier transform  of 
the doublet response will be defined as being of non­
minimum phase.

I t m ust be observed that the doublet operator defined 
here is not identical to that sometimes seen derived from 
the impulse as a simple derivative and therefore possess­
ing a transform  of nonuniform  amplitude spectral densi­
ty [9, p. 542], The corresponding relation between the 
doublet operator d( t )  and the impulse operator 8 (0  
prior to the lim iting process is

d( t )

X

. - l i t
TT d '  J

8(x) In 1 -  —
x

dx. (9)

The distinction is tha t the doublet operator defined 
here has the same power spectral density as the impulse 
operator. Furtherm ore as can be seen from  Eq. (9 ), the 
doublet operator may be envisioned as the limit of a 
physical doublet, as defined in classical electrodynamics 
[ 10].
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ANALYTIC SIGNAL

W e have thus defined two system driving operators, 
the impulse and the doublet, which when applied to a 
system produce a  scalar time response. A lthough the re­
lation between the tim e-domain responses is that o f H il­
bert transform ation, if one were to view them  as an 
oscilloscope display, he may find it hard  to believe they 
were attributable to  the same system. However, the re­
sultant frequency-dom ain representations are, except for 
the phase reference, identical in form. We will now de­
velop a generalized response to show that it is not pos­
sible to derive a unique time behavior from  incomplete 
knowledge of a restricted portion of the frequency re­
sponse.

Symbolizing the operation of the F ourier integral 
transform  by the double arrow  <-», we can rewrite Eqs.
(2 ) and (6 ) as the paired coefficients

( io )

g( t )  *-> — i(sgn w)F((o). (11)

Multiplying Eq. (10) by a factor cos X and Eq. (11) 
by sin X and combining,

cos X • / ( f )  +  sin X • g (f) <-» F(w )[cos X — t(sgn &>) sin X],
( 12)

The frequency-domain representation is thus

F (c o )e~ i\  0 < o >  (13)

F (a j)e '\  0 >  to.

In this form  it is apparent that if we were to  have an 
accurate m easurem ent of the am plitude spectrum  of the 
frequency response of a system, such as a loudspeaker, 
and did not have any inform ation concerning its phase 
spectrum, we could not uniquely determ ine either the 
impulse response o r doublet response of tha t loudspeak­
er. Such an am plitude-only spectrum  would arise from  
a standard anechoic cham ber m easurem ent or from  any 
of the power spectral density m easurem ents using non­
coherent random  noise. This lack of uniqueness was 
pointed out in an earlier paper [2]. The best that one 
could do is to state that the resultant tim e-domain re­
sponse is some linear com bination of impulse and doub­
let response.

Because the tim e domain representation is a scalar, it 
is seen tha t Eq. 12 could be interpreted as a scalar oper­
ation on a generalized tim e-domain vector such that

R e l W V i f O J ^ F M  • l'Msgn “ } (14)

where R e(x) m eans real part o f and where the vector 
h( t )  is defined as

h{t )  = K t ) + i g ( t ) .  (15)

This vector is com m only called the analytic signal in  
com munication theory, where it is norm ally associated 
with narrow-band processes [11], [12]. As can be seen 
from  (14) and the Appendix, it is no t restricted to 
narrow-band situations but can arise quite legitimately 
from  considerations of the whole spectrum. This ana­
lytic signal is the general tim e-domain vector which con­
tains the inform ation relating to the m agnitude and par­

titioning of kinetic and potential energy densities.
The impulse and doublet response of a physical sys­

tem, which in our case is the loudspeaker in a  room, is 
related to the stored and dissipated energy as perceived. 
This means that if  one wishes to  evaluate the time his­
tory of energy in a loudspeaker, it is better sought from 
the analytic signal o f Eq. (1 5 ). It is not sufficient to 
simply use the conventional impulse response to  attem pt 
determ ination of energy arrivals for speakers. The mag­
nitude of the analytic signal is an indication of the total 
energy in the signal, while the phase of the analytic 
signal is an indication of the exchange ratio of kinetic 
to potential energy. The exchange ratio o f kinetic to po­
tential energy determ ines the upper bound for the local 
speed of propagation of physical influences capable of 
producing causal results. W e call this local speed the 
velocity of propagation through the medium. From  the 
basic Lagrange relations for nonconservative systems [13] 
it m ay be seen that the dissipation rate of energy is re­
lated to the tim e rate o f change of the magnitude of the 
analytic signal. If  the system under analysis is such as 
to have a source of energy at a given tim e and is dis­
sipative thereafter with no further sources, the magni­
tude o f the analytic signal will be a maxim um  at that 
time corresponding to the mom ent of energy input and 
constantly diminishing thereafter. The result o f this is 
that if we wish to  know the time history of effective 
signal sources which contribute to a given portion of the 
frequency spectrum, it may be obtained by first isolat­
ing the frequency spectrum of interest, then evaluating 
the analytic signal obtained from  a Fourier transform 
of this spectrum, finally noting those portions of the 
m agnitude of the analytic signal which are stationary 
with tim e (H am ilton’s principle) [10].

It becomes apparent that by this means we will be 
able to  take a  physical system such as a loudspeaker in 
a room  and determ ine not only when the direct and 
reflected sound arrives at a  given point, but the time 
spread of any given arrival. Because we will be measur­
ing the arrival time pattern for a restricted frequency 
range, it is im portant to  know w hat tradeoffs exist be­
cause of the spectrum  limitations, and how the effects 
can be minimized.

SPECTRUM WEIGHTING
W e will be characterizing the frequency-dependent 

time delay of a loudspeaker. The nature of the testing 
signal which we use should be such that minimum en­
ergy exists outside the frequency band of interest, while 
at the same tim e allowing for a maxim um  resolution in 
the time domain. This joint domain occupancy problem 
has been around for quite some time and analytical so­
lutions exist [14], F or loudspeaker testing where we wish 
to know the tim e-domain response for a restricted fre­
quency band, we can use any signal which has a fre­
quency spectrum  bounded to the testing band with mini­
mum energy outside this band [19], [20]. An intuitive 
choice of a signal with a rectangular shaped frequency 
spectrum  which had m axim um  occupancy of the testing 
band would not be a good one, because the time-domain 
characterization while sharply peaked would not fall off 
very rapidly on either side of the peak. The consequence 
of this is that a genuine later arrival m ay be lost in the 
coherent sideband clutter of a strong signal. A  much
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better choice of band-limited spectrum  would be one 
which places m ore energy in the m idband frequency 
while reducing the energy at baud edge. Such a spec­
trum  is said to be weighted. The weighting function is 
the frequency-dependent m ultiplier o f the spectral com ­
ponents. A n entire uniform  spectrum  is spoken of as un­
weighted, and a uniform  bounded spectrum  is said to  be 
weighted by a rectangular function.

T he proper definition o f spectrum  weighting m ust take 
into account both phase and am plitude. If a rectangular 
am plitude, minimum phase weighting is utilized, the re­
sultant time function will be given by Eq. (1 ) w ithout 
the limit taken. The param eter X will be inversely pro­
portional to the bandwidth. If rectangular am plitude but 
nonminimum phase weighting is utilized, then the time 
function will be given by Eq. (4 ).

It should be obvious that one can  weight either the 
tim e or frequency domain. W eighting in the time dom ain 
is frequently referred to as shaping of the pulse re­
sponse. The purpose in either case is to  bound the re­
sultant distribution of energy. Two types of weighting 
will be utilized in this paper. T he first is a Ham m ing 
weighting [14, p. 98] and takes the form  shown in Fig. 
2a. As used for spectral lim itation, this is an amplitude- 
only weighting with no resultant phase shift. A lthough 
this type o f weighting cannot be generated by linear cir­
cuits, it can be obtained in an on-line processor by non­
linear means. The second weighting is a product o f two 
functions. One function is the minimum phase am plitude 
and phase spectrum of a tuned circuit. The other func­
tion is shown in Fig. 2b. This second weighting is that 
utilized in a TDS which will be used as a basic instru­
ment for this paper.

Reference to the earlier paper and its analysis dis­
closes that within the TDS interm ediate frequency am pli­
fier (which of course could be centered at zero fre­
quency), the inform ation relating to  a specific signal 
arrival is contained in the form

0 ( 0  =  [»'(0 ® w ( / ) ] 0 S ( f l f )  (16)

where 0  signifies convolution, S(ai)  is the complex
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Fig. 3. Block diagram of simple TDS.

Fourier transform  of the impulse response of the system 
under test, i ( t )  is the impulse response of the intermedi­
ate frequency amplifier, and w (r) is the window func­
tion defined as the impulse response o f a  quadratic 
phase circuit. It can be seen that the TD S provides a 
weighting of the tim e dom ain arrivals o f th a t signal 
selected in order to give an optim um presentation of the 
frequency spectrum.

TRANSFORMATION TO TIME

We will now consider how to convert a measured fre­
quency response to  the analytic signal. W e must start of 
course by having the loudspeaker frequency response 
available. Assume then tha t the system under test is 
evaluated by the TDS. The block diagram of this is re­
produced in  Fig. 3 from  an earlier paper. As before, a 
tunable frequency synthesizer is used. Assume that the 
output o f the interm ediate frequency amplifier is taken 
as shown. This output signal will be of the form of Eq. 
(1 6 ), bu t of course translated to lie at the center of the 
interm ediate frequency. Because the frequency deviation 
of the sweep oscillator is restricted to that portion of 
the frequency spectrum  of interest (dc to 10 kHz, for 
exam ple), the signal o( t )  is representative of this re­
stricted range. The duration of sweep will be a fixed 
value of T  seconds, so that o (f)  is a signal repetetive in 
the period T.  Assume tha t we close the switch for o( t )  
shown in Fig. 3 for a period of T  seconds and open it 
prior to  and following th a t time. The signal characteri-
7n tin n  o u t  o f  th is  sw itc h  is

e'Ui,\ i ( t )  ® w ( r )  0 S (a t)  | R e c t ( r - T )  (17)

v/here the rectangular weighting function is defined as,

_  _  1, 0 < t < T
R e_t(r T ) ^ elsewhere. (18)

Assume we now m ultiply the signal by the complex
quantity

e-iu>it e'M  (19)

and the product is in turn multiplied by a weighting 
function A( r ) .  If we take the integral of the product of

(b)

Fig. 2. Various system weighting functions including ampli­
tude (solid line) and phase (dashed line) utilized to bound 
the resultant energy when taking a Fourier transform, a. 
Hamming weighting, b. Quadratic phase all-pass weighting, 
c. Passive simple resonance weighting, d. Simple TDS weight­
ing formed as a product of b and c.
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these functions, we have

/  [ R e c t O - D ]  • A ( t )  ■ { i O ) ® w ( t ) ® S ( a t ) }  ein‘dt. (20)
— cc

The infinite limits are possible because of the rec­
tangular function which vanishes outside the finite tim e 
limits. The integral o f Eq. (20) m ay now be recognized 
as a Fourier transform  from  the t dom ain to  the a  do­
main. This may be expressed in the a  domain as

define the param eter X of Eq. (1 3 ), even if both ampli­
tude and phase spectra are measured. Because of this 
an unequivocal determ ination o f the impulse response 
(potential energy relation) o r of the doublet response 
(kinetic energy relation) m ay be impossible. One may 
always determ ine the analytic signal m agnitude (poten­
tial plus kinetic energy rela tion). The tim e position of 
effective energy sources can be determ ined by noting the 
m om ents when the effective signal energy is a maximum.

(21)

where a(a')  is the transform  of the weighting in the t 
dom ain, I  (Cl) is the frequency response of the in ter­
mediate frequency amplifier expressed in the ft domain, 
the exponential form  is the quadratic phase window 
function, and h((l)  is the ft dom ain form  of the ana­
lytic function shown in Eq. (1 5 ). The reason that this 
is h(SL) and not the impulse response / ( f t )  is that we 
have assumed a TD S frequency sweep from  one fre­
quency to another, where both are on the same side of 
zero frequency.

W hat we have done by all this is instrum ent a tech­
nique to perform  an inverse F ourier transform  of a 
frequency response. The answer appears as a voltage 
which is a function of an offset frequency ft. Even 
though we energized the loudspeaker w ith a sweeping 
frequency, we obtain a voltage which corresponds to 
what we would have had if we fed an infinitely narrow  
pulse through a perfect frequency-weighted filter to  a 
loudspeaker. We now say that by changing an offset 
frequency ft, the answer we see is w hat would have been 
observed had we used a pulse and evaluated the re­
sponse at a particular m om ent in time. By adjusting the 
offset frequency we can observe the value that would 
be seen for successive moments in time.

SINGLE- AND DOUBLE-SIDED SPECTRA

We will be making measurem ents in the frequency 
domain and from  this calculate the tim e-domain energy 
arrivals. If our m easurem ent includes zero frequency, 
we have shown earlier how one could invoke the odd 
symmetry requirem ent to define “absolute” phase [2]. 
By so doing we have eliminated the param eter X from  
Eq. (13 ). It is thus possible to calculate either the im­
pulse or doublet tim e response in a unique m anner. 
However, since the lower and upper sidebands are re­
dundant in the frequency domain, care must be taken, 
in using Eq. (20) that only one sideband, for example, 
positive frequencies, be used and the other sideband re­
jected. Failure to do this will result in. an im proper cal­
culation not only of impulse and doublet response, but 
o f the analytic signal as well. If one is aware of this 
single-sided versus double-sided spectrum  pitfall, he m ay 
use it to  advantage. F or example, if a perfectly symmet­
ric double-sided spectrum is used, the analytic signal 
calculation will yield the impulse response directly, as 
can be seen from  Eq. (12 ).

M ost loudspeaker measurem ents are made in a single­
sided m anner. F or example, one may wish to  know w hat 
tim e distribution arises from  the m idrange driver which 
works from  500 H z to 10 kHz. In this case, because 
zero frequency is not available it m ay not be possible to

INSTRUMENTATION

The loudspeaker energy arrivals are obtained from  the 
analytic signal. The signals o f interest are first isolated 
from  the rem ainder of the room  reflections by means of 
a TDS. This m easurem ent is the frequency domain de­
scription of the loudspeaker anechoic response, even 
though the loudspeaker is situated in a room. This loud­
speaker description, although m athem atically identical to 
a frequency-dom ain description, has been m ade avail­
able w ithin the TD S in the tim e domain. In order to 
take a  F ourier transform  of this frequency-dom ain de­
scription to obtain the tim e-dom ain analytic signal, we 
m ust m ultiply by a com plex sinusoid representing the 
tim e epoch, m ultiply this in turn  by a complex weight­
ing function, and then integrate over all possible fre­
quencies (Eq. 2 0 ). This process would norm ally re­
quire substantial digital com putational facilities for a 
frequency-dom ain m easurem ent; however, the “domain 
swapping” properties of a TDS allow for straightforward 
continuous signal processing. Fig. 4 is a block diagram 
of the functions added to  the TDS of Fig. 3 to effect 
this process. T he signal from  the interm ediate frequency 
amplifier o f the TDS is buffered and fed to  two balanced 
mixers. By using an in-phase and quadrature multiplier 
o f the same frequency as the interm ediate frequency, 
the two outputs are obtained which are H ilbert trans­
form s of each other and centered at zero frequency. 
Each of these is then isolated by low-pass filters and 
processed by identical switching multipliers controlled 
by a cosine function of the sweep time to effect a H am ­
m ing weighting. The net output of each weighting net­
w ork is then passed through sampling integrators. A t the 
start of a TDS sweep, the integrators are set to zero by
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Fig. 4. Block diagram of Fourier transformation equip­
ment attaching to a TDS capable of displaying time-domain 
plots, a. Impulse response f(t). b. Doublet response g(t). c. 
Total energy density E(i ) .
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the same clock pulse that phase locks the TDS offset 
frequency synthesizer so as to preserve phase continuity. 
Each integrator then functions unim peded for the dura­
tion of the sweep. If the proper phase has been set into 
the offsetting synthesizer, the output o f one integrator 
at the end of the sweep will correspond to the single 
value o f the impulse response for the m om ent of epoch 
chosen, while the other will correspond to  doublet re­
sponse. If  the proper phase has not been selected, then 
one integrator will correspond to a linear com bination 
such as expressed in Eq. (1 2 ), while the other integrator 
will correspond to the quadrature term.

If one desires to plot the impulse or doublet response, 
the appropriate integrator output m ay be sent to  a zero- 
order hold circuit which clocks in the calculated value 
and retains it during the subsequent sweep calculation. 
This boxcar voltage m ay then be recorded as the ordi­
nate on a plotter with the abscissa proportional to the 
epoch. One trick of the trade which is used when hori­
zontal and vertical signals to a plotter are stepped simul­
taneously, is to low-pass filter both channels with the 
same cutoff frequency. The plotter will now draw straight 
lines between interconnecting points.

If one is interested in the m agnitude of the analytic 
signal (1 4 ), which from  the Appendix, to be published 
December 1971, is related to energy history, then the 
most straightforward instrum entation is to  square the 
output from each integrator and linearly add to get the 
sum of squares. A logarithm ic amplifier following the 
sum of squares will enable a signal strength reading in 
dB without the need fo r a square root circuit. By doing 
this, a burden is placed on this logarithm ic amplifier 
since a 40-dB signal strength variation produces an 80- 
dB input change to the logarithm ic element. Fortunately, 
such an enormous range may be accom modated readily 
by conventional logarithm ic elements. F o r graphic re­
cordings of energy arrival, the output o f the logarithmic 
amplifier may be fed through the same zero-order hold 
circuit as utilized for impulse and doublet response.

The configuration of Fig. 4 including quadrature m ul­
tipliers, sampled integrators, and sum of squares cir­
cuitry is quite often encountered in coherent com m uni­
cation practice [17], [18]. This circuit is known to be an 
optimum detector in the mean error sense for coherent 
signals in a uniform ly random  noise environm ent. Its 
use in this paper is that of implementing an inverse 
Fourier transform  for total energy for a single-sided 
spectrum. An interesting byproduct of its use is thus an 
assurance that no analytically superior instrum entation 
as yet exists for extracting the coherent loudspeaker sig­
nal from  a random  room noise environm ent.

CHOICE OF MICROPHONE

The inform ation which our coherent analysis equip­
ment utilizes is related to  the energy density intercepted 
by the microphone. The total energy density in joules 
per cubic meter is com posed of kinetic energy density 
E t and potential energy density E v, w here [22, p. 356]

1
E t  ~  Poy2

E v  =  P0c V .  (2 2 )

The equilibrium  density is p0, v is the particle velocity, 
s is condensation or density deviation from  equilibrium, 
and c is velocity of energy propagation.

A t first glance it m ight be assumed that total energy 
may not be obtained from  either a  pressure responsive 
microphone which relates to  E v o r a velocity micro­
phone relating to  E T. The answer to this dilemma may 
be found in the Appendix. One can always determine 
one energy com ponent, given the other. Hence a deter­
m ination of acoustic pressure or velocity or an appro­
priate m ixture o f pressure and velocity is sufficient to 
characterize the energy density of the original signal.

This means that any m icrophone, whether pressure, 
velocity, o r hybrid, m ay be used for this testing tech­
nique, provided that a calibration exists over the fre­
quency range for a given param eter. This also means 
that any perceptor which is activated by total w ork done 
on it by the acoustic signal will not be particular, wheth­
er the energy bearing the inform ation is kinetic or po­
tential. T here is some reason to believe that hum an 
sound preception falls into this category.
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Determination of Loudspeaker Signal Arrival Times* 

Part II

RICHARD C. HEYSER

Jet Propulsion Laboratory, California Institute o f  Technology, Pasadena, Calif.

EXPERIMENT

The inform ation to  be determ ined is the tim e delay of 
total acoustic energy th a t would be received from  a 
loudspeaker if fed from  an impulse of electrical energy. 
Because we are interested in tha t energy due to  a pre­
selected po rtion .o f the frequency band, we m ay assume 
that the impulse is band limited by a special shaping 
filter prior to being sent to  the loudspeaker. This filter 
would not be physically realizable if we actually used 
an impulse for our test; but since we are using a method 
of coherent com m unication technology, we will be able 
to circumvent that obstacle. Fig. 5 shows three responses 
for a midrange horn loaded loudspeaker. The frequency 
band is dc to 10 kHz, and each response is m easured on 
the same time scale with zero milliseconds correspond­
ing to the mom ent of speaker excitation. The driver unit 
was three feet from  the microphone. Curve (a ) is the 
m easured impulse response and is w hat one would see 
for m icrophone pressure response, had the loudspeaker 
been driven by a voltage impulse. Curve (b ) is the m ea­
sured doublet response and is the H ilbert transform  of

* Presented April 30, 1971, at the 40th Convention of the 
Audio Engineering Society, Los Angeles. For Part I, please 
see pp. 734-743 of the October 1971 issue of this Journal.

(a ) .  In both (a) and (b) the m easured ordinate is 
linear voltage. Curve (c) is the to tal received energy 
on a logarithm ic scale. H ere the interplay of impulse, 
doublet, and total energy is evident.

3  3 . ST ^  .4 , 5 -

-t mili-js£coa/os

Fig. 5. Measured plots of impulse response / ( / ) ,  doublet 
response g(t) ,  and total energy density E  for a midrange 
horn loudspeaker for spectral components from dc to 10 kHz.
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frequ enc y  , Hz

Fig. 6. TDS plot of frequency response (amplitude only) 
of an eight-inch open-back cabinet mounted loudspeaker with 
microphone to cone air path spacing of three feet.

O - I O  k Hz

D i s t a n c e  3 F E E T

Fig. 7. Curve (a )—Energy-time arrival for loudspeaker of 
Fig. 6, taking all frequency components from dc to 10 kHz. 
Curve (b)—Superimposed measured curve to be expected if 
loudspeaker did not have time-delay distortion.

Fig. 6 is the TDS m easured am plitude frequency re­
sponse of a good quality eight-inch loudspeaker m ount­
ed in a small open-back cabinet. F o r simplicity the 
phase spectrum  is not included. Fig. 7 is the time delay 
of energy for the speaker of Fig. 6. Superimposed on 
this record is a plot o f w hat the time response would 
have been, had the actual loudspeaker position and 
acoustic position coincided and if there were no time- 
delay distortion. I t is clear from  this record that time- 
delay distortion truly exists. If  one considers all response 
within 20 dB of peak, it is evident tha t this loudspeaker 
is smeared out by about one foot behind its apparent 
physical location. It should be observed tha t the response 
dropoff above 5 kH z coincides with a gross tim e delay 
of about three inches, as predicted by earlier analysis 
(P art I, [2]).

Fig. 8 is a plot of energy versus equivalent distance in 
feet for a high-efficiency midrange horn loaded driver. 
The band covered is 500 H z to  1500 H z and includes 
the region from  low-frequency cutoff to midrange. The 
physical location of the driver phase plug is shown, and 
it may be seen that the acoustic and physical positions 
differ by nearly one foot. Fig. 9 is the same driver, but 
the band is 1000 Hz to 2000 Hz. The acoustic position 
is now closer to  the phase plug and a h in t of a double

hum p in delay is evident. Because the bandwidth is 1000 
Hz, the spatial resolution available does not allow for 
m ore complete definition of acoustic position for this 
type of display.

Fig. 10 is a data run on an eight-inch wide range 
loudspeaker w ithout baffle. A  scaled pseudo cross section 
o f the loudspeaker is shown for reference. The frequency 
range covered is dc to 20 kHz. A lthough the time-delay 
value may vary from  one part o f the spectrum to an­
other, it is apparent tha t a wide frequency range per­
cussive signal m ay suffer a spatial sm ear of the order of 
six inches.

Fig. 11 is a medium-quality six-inch loudspeaker 
m ounted in an open-back cabinet. The position of main 
energy is, as predicted, quite close to that which would 
be assumed for a cutoff at about 5 kHz. The secondary 
hum p of energy from  3 to 3.5 milliseconds is not due 
to acoustic energy spilling around the side of the en­
closure, but is a time delay inherent in the loudspeaker 
itself.

Fig. 12 is the energy received from  an unterm inated 
midrange driver excited from  dc to 10 kHz. The effect 
o f unterm ination is seen as a superposition of an expo­
nential time delay, due to  a relatively high O resonance, 
and internal reverberation with a 0.3-millisecond period.
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Fig. 8. Energy-time arrival for high-quality midrange horn 
loudspeaker for all components from 500 Hz to 1500 Hz. 
Measured position of phase plug is shown.

Fig. 9. Same loudspeaker as Fig. 8, but excitation is frorr 
1000 Hz to 2000 Hz.
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Fig. 10. Energy-time arrivals for unbaffled high-quality 
eight-inch loudspeaker. Frequency band is dc to 20 kHz and 
phantom sketch of loudspeaker physical location is included 
for identification of amount of time-delay distortion relative 
to speaker dimensions.

D I S T A N C E ,  f e e t

Fig. 11. Energy-time arrivals for open-back cabinet mount­
ed medium-quality eight-inch loudspeaker. Frequency band 
is dc to 10 kHz and loudspeaker position shown to approxi­
mate scale.

Fig. 13 shows the effect of im proper term ination by a 
horn with too high a flare rate. The resonance is more 
efficiently dam ped, but the internal reverberation due to  
acoustic mismatch stiff exists. This is a low-quality driver 
unit.

Fig. 14 is the time delay distortion of the m idrange 
driver discussed at some length elsewhere (P a rt I [2, 
Fig. 4]. The internal delayed voices are plainly in evi­
dence.

Fig. 15 is a high-quality paper cone tweeter showing 
the time-delay distortion for the dc to 10-kHz frequency 
range. The multiplicity o f reverberent energy peaks with 
about a 0.13-millisecond period is due to  internal scat­
tering within the tweeter. It is not at all clear from  the 
frequency response taken alone tha t such an effect ex­
ists; however, by observing the time-delay characteristic 
it is possible to  know w hat indicators to  look fo r upon 
reexamination of the complete frequency response.

Fig. 16 is the time display o f a m ultiple-panel high- 
quality electrostatic loudspeaker. This is a 1-5-kH z re­
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Fig. 12. Energy-time arrivals of unterminated low-quality 
midrange driver unit. Frequency range is dc to 10 kHz and 
physical position of driver shown.

sponse taken along the geometric axis of symmetry, co­
inciding with the on-axis response. T he physical position 
of the closest portion of radiating elem ent occurs at a 
distance equivalent to  2 milliseconds air path delay. Fig. 
17 is the same speaker 15 degrees off axis. N o t only is 
the total energy down, bu t the contribution of adjacent 
panels is now evident.

Figs. 18 and 19 are dc to  25-kHz on-axis and 15- 
degree off-axis runs on a high-quality horn loaded com ­
pression tweeter. T he positions of m outh, throat, and 
voice coil are shown in the on-axis record and several 
interesting effects are observable w hich do not show up 
in norm al analysis. There appears to  be a  small acoustic 
contribution due to  the horn m outh. This effect has been 
repeatedly seen by this author in such units. One pos­
sible explanation is tha t a com pressional o r shear body 
wave is actually introduced in the m aterial o f the horn 
(o r cone in direct radiators) which travels a t least as 
fast as the air com pressional wave and causes an acous­
tic radiation from  the bell o f the horn  itself. Also an

Fig. 13. Energy-time arrivals for improperly terminated 
driver unit of Fig. 12.
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Fig. 14. Dc to 10 kHz energy-time arrivals for midrange 
horn loaded loudspeaker exhibiting distinct nonminimum 
phase frequency response.

internal reverberation is observable following emergence 
o f the main loudspeaker energy. This reverberation ap­
pears to be due to  acoustic scattering off the sides of the 
internal structure of the horn itself. This m ay be in­
ferred from the 0.12-millisecond period seen in Fig. 18, 
which coincides with the on-axis geometry, together with 
the replacem ent by a different behavior 15 degrees off 
axis as seen in Fig. 19. This suggests that closer atten­
tion might be paid to  the details of mechanical layout 
o f such horns whose acoustic properties may have been 
com prom ised for improved cosmetic appeal.

I t has been noted by several authors that a network 
which introduces frequency-dependent phase shift, only 
w ithout am plitude variation, quite often cannot be de­
tected in an audio circuit, even when the phase shift is 
quite substantial. Because such networks create severe 
w aveform distortion for transient signals while not ap­
parently effecting the listening quality of such signals, it 
is assumed by inference tha t phase distortion must be 
inaudible for most systems. Fig. 20 is a m easurem ent 
made through a nominal 2-millisecond electrical delay 
line with and w ithout a  series all-pass lattice. The net­
w ork used is a passive four-term inal second-order lattice 
with a 1-kHz frequency of maximum phase rate. The 
frequency range is dc to 5 kHz, and an electronic delay

Fig. 16. On-axis energy-time response of high-quality elec­
trostatic multi-panel midrange speaker with position of clos­
est panel equivalent to air path delay of 2 milliseconds and 
1-5-kHz excitation.

Fig. 15 Dc to 10 kHz energy-time arrivals of paper cone 
tweeter exhibiting distinct reverberation characteristic.

is used to show the overall time delay on a scale com pa­
rable to  that used for loudspeaker measurements. A l­
though the lattice does indeed severely disturb the im­
pulse response waveform, it is interesting to note that 
the total energy is not greatly effected when one con­
siders a reasonable band of frequencies. Since this time- 
delay distortion, which agrees with calculated values, is 
due to  an analytically perfect signal, it is not at all un­
likely tha t a m ultimiked program  heard over any loud­
speaker possessing the degree of time-delay distortion 
m easured in this paper would not appear to show this 
particular phase-only distortion. In view of the am ount 
o f time-delay distortion evident in most loudspeakers, it 
m ight be presum ptuous to  assume that this effect is to­
tally inaudible in all systems.

SUMMARY AND CONCLUSION

A ground rule has been utilized in assessing the linear 
perform ance of a loudspeaker in a room. This rule is 
tha t the quality of perform ance may be associated with 
the accuracy with which the direct sound wave at the 
position of an observer duplicates the electrical signals 
presented to the loudspeaker terminals. Although it is 
realized that there are many criteria of perform ance,

1 5 °  o f f  A X I S

I ~  5Kf(z

Fig. 17. 15-degree off-axis energy-time response of electro­
static loudspeaker of Fig. 16.
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Fig. 18. On-axis energy-time response of a high-quality 
horn loaded compression tweeter. Frequency excitation is dc 
to 25 kHz and positions of mouth, throat, and voice coil 
shown.

this assumption of equivalence of acoustic effect result­
ing from  an electrical cause has the advantage tha t it 
yields to objective analysis and test. The difference be­
tween the total sound due to a loudspeaker in  a  room  
and the same loudspeaker in an  anechoic environm ent, 
for example, m ay be simplified to  the following model. 
In an anechoic environm ent we have one loudspeaker 
at a fixed range, azimuth, and elevation with respect to 
an observer. In  a room  we have the original anechoic

1 5 °  o f f  A X I S ,

0 - 2 5  K h iz
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Fig. 19. 15-degree off-axis energy-time response of speaker 
of Fig. 18.

loudspeaker, bu t in addition we have a m ultiplicity of 
equivalent loudspeakers assuming various positions of 
range, azimuth, and elevation. The additional loudspeak­
ers, in this room  model, all have the same program  
material as the anechoic loudspeaker, bu t of course suf­
fer tim e delays in excess of the direct path delay of the 
anechoic loudspeaker. Also each room  model loudspeak­
er has a frequency response unique to itself. The ground- 
rule of loudspeaker quality m ay be applied to  each 
equivalent source in turn  and the composite effect ana­
lyzed for total quality of response in the room.

A purely m athem atical analysis of any single loud­
speaker in this room  model disclosed that there is a di­

rect tie between frequency response and time smear of 
signal received by an observer. The analysis showed that 
if we were to isolate any speaker to  an anechoic en­
vironm ent, we could duplicate the acoustic response as 
closely as we desired fo r any given observer by replac­
ing the original speaker and its frequency response aber­
rations with a num ber of perfect response loudspeakers. 
Each of these perfect response loudspeakers in this 
m athem atical model occupies its own special frequency- 
dependent position in space behind the apparent physical 
position of the original im perfect loudspeaker. The re­
sult o f  this is that the acoustic image of a sound source 
is sm eared in space behind the originating speaker. Per­
haps another way of looking at this is that even in an 
otherwise anechoic environm ent an actual loudspeaker 
could be considered to be a perfect transducer imbedded 
in its own special “room ” which creates an ensemble of 
equivalent sources. The type o f distortion caused by this 
multiplicity o f delayed equivalent sources has been called 
time-delay distortion.

A  m easurem ent of the am ount of time-delay distor­
tion in  an actual loudspeaker in a room  has now been 
made. The anechoic frequency response, both am plitude 
and phase, was first isolated by time-delay spectrometry 
for the specific portion of frequency spectrum  of in­
terest. The complex frequency response was then proc­
essed by real-time continuous circuitry to yield the com ­
plex time response.

Plots of the complex tim e vector com ponents as a 
function of equivalent time of arrival for a variety of 
loudspeakers have been presented. The existence of time- 
delay distortion has been verified by this direct experi­
m ental evidence. It has been shown that the equivalent 
spatial sm ear fo r even the better class o f loudspeaker 
may am ount to  m any inches and that the equivalent 
acoustic source is always behind the apparent physical 
source location. It has not been possible to plot the indi­
vidual joint tim e-frequency com ponents predicted m athe­
m atically. This is because these com ponents overlap in 
the tim e and frequency domains and a single-domain 
time presentation, even though band limited, cannot 
separate sim ultaneous arrival com ponents. Sufficient ex­
perim ental evidence has been presented to show that 
these com ponents do exist to an extent necessary to create

o

Fig. 20. Energy-time response. Curve (a)-—Electrical de­
lay line with 2-millisecond delay and excitation from dc to 
5 kHz. Curve (b)—Delay line of (a) in series with second- 
order all-pass lattice which exhibits severe impulse response 
distortion due to rapid phase shift at 1 kHz.

------------------------ M o u r H  o h  M i s

--------------- Throat
I-------------------llo io E  C o i l .  0 - 2 S /< H z .
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the acoustic image smear detected by an observer.
Several energy principles have been originated and 

proved. W hile originally developed to  determ ine tech­
niques for investigating time-delay distortion, these prin­
ciples reach fa r beyond simple loudspeaker testing. It has 
been shown that the unit impulse is but one com ponent 
o f a  more generalized tensor. F o r nonturbulent systems 
the tensor becomes a simple two-component vector. This 
is the case fo r most acoustic and electronic situations 
of energy propagation. The conjugate term  to the unit 
impulse is the unit doublet. In an acoustic field gener­
ated by a loudspeaker, one can  associate the potential 
energy density with the impulse response of the loud­
speaker. W hen one does this he m ay then associate the 
kinetic energy density with the loudspeaker doublet re­
sponse. The total energy density m ay be associated with 
the vector sum of impulse and doublet response. Inas­
much as it is the total energy density which is available 
to perform  w ork on an eardrum  or m icrophone dia­
phragm, the majority o f experimental data presented in 
this paper has been the time of arrival of this parameter.

It has also been shown that potential and kinetic

energy densities are not mathem atically independent if 
one is careful with his energy bookkeeping. W hat this 
means for acoustic radiation from a loudspeaker is that 
either the impulse o r doublet response is sufficient to 
determ ine total perform ance if one has the proper tools 
at his disposal. But one should be cautious of gross 
simplification in the event that impulse or doublet re­
sponse is utilized independently. As with any incomplete 
analysis, certain truths may not be self-evident.

An interesting area of speculation is opened up when 
one realizes that any reasonably well-behaved acoustic 
transducer placed in a sound field is capable of yielding 
inform ation concerning the total energy density if as­
sociated with a suitable means of data processing. One 
cannot help but incautiously suggest that a closer look 
at the hum an hearing mechanism m ight be justified to 
determ ine whether total sound energy detection rather 
than potential energy (pressure) could shed a light on 
some as yet unexplained capabilities we seem to possess 
in the perception o f sound.

Note: Mr. Heyser's biography appeared in the October 
1971 issue.
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Determination of Loudspeaker Signal Arrival Times* 
Part III

RICHARD C. HEYSER

Jet Propulsion Laboratory, California Institute o f Technology, Pasadena, Calif.

APPENDIX 

Energy Relations as Hilbert Transforms

A  fundam ental approach to a com plicated system m ay 
be m ade through tha t system’s energy relations. A ccord­
ingly we present the following principles.

1) In a bounded system the internal energy density 
E  is related to  its potential and kinetic energy density 
com ponents V  and T  by the vector relation

\ / z T =  y f V  +  *V”T

where the vector com ponents are H ilbert transform s of 
each other.

2) In a  bounded system a com plete description of 
either the kinetic o r potential energy density is sufficient 
to determine the total internal energy density.

3) By appropriate choice of coordinates within a 
bounded system, the available energy at a point o f percep­
tion due to a signal source a t a point of transm ission 
may be partitioned as follows.

a) The potential energy density is proportional to 
the square of the convolution integral of the signal w ith 
the system impulse response.

b ) The kinetic energy density is proportional to the 
square of the convolution integral o f the signal with the 
system doublet response.

* Presented April 30, 1971, at the 40th Convention of the 
Audio Engineering Society, Los Angeles. For Parts I and II, 
please see pp. 734-743 and pp. 829-834 of the October and 
November issues of this Journal.

The first law of therm odynam ics defines an exact dif­
ferential function known as the internal energy (P art I, 
[10])

dE  =  dQ — dW , joules (23)

which equals the heat absorbed by the system less the 
w ork done by the system. By integration the energy may 
be obtained as a function of the state variables, and in 
particular for the class of electroacoustic situations of 
concern fo r this paper, it m ay be composed of kinetic 
energy and potential energy T  and V,

E  =  T  +  V , joules. (24)

By taking the tim e rate  o f change of the com ponents 
o f (23) and expressing this in engineering terms, we 
have (P a rt I, [23, p. 124])

d ( T  +  V)
   =  P — 2 F, watts (25)

dt

which asserts that the tim e rate of change of energy 
equals the power drawn from  the system less the energy 
dissipated as heat within the system.

Properly speaking, the internal energy of a system is 
tha t property which is changed as a causal result of 
work done on o r by that system. Energy, per se, is not 
generally m easured. W e may, however, describe and 
m easure the energy density. Energy density is a  measure 
of the instantaneous w ork which is available to be done 
by a system at a particular point in space and tim e if 
the  total energy partitioned among the state variables
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could be annihilated. Energy density for state variables 
j  is expressed as E (s )  and has the dimensions of joules 
per un it of s. The energy densities of joules per second 
and joules per cubic meter will be utilized in this paper. 
Energy density may be partitioned, for nonturbulent sys­
tems, into kinetic and potential densities. The m ethods by 
which we measure energy density, even for acoustic sys­
tems, m ay take the form  of m echanical, electrical, or 
chem ical means. The dynam ical considerations which 
gave rise to Eqs. (23) and (24) naturally  led to  the 
term s kinetic and potential. When dealing with electrical 
o r chemical characterizations, such term s are difficult to 
identify with the processes involved. This author has 
found it convenient to identify potential energy as the 
energy of coordinate configuration and kinetic energy as 
the energy of coordinate transform ation.

Assume that the ratio of total kinetic to potential en­
ergy density at any m om ent is related to a param eter 6 
such that

V T /  y f y  =  tan e. (26)

From  (24) and (26) it is possible to  define the vector

y]~E =  \ T F  +  i -y rT  (27)

This is shown in Fig. A -l. We know from  physical con­
siderations that the internal energy of any bounded sys­
tem  is not only finite but traceable to a reasonable dis­
tribution of energy sources and sinks. If, for example, 
we measure the acoustic field radiated from  a loudspeak­
er, we know that the value of that field at any point does 
not depend upon the way in which we defined our co­
ordinate system. We can state, therefore, tha t y  E  is
analytic in the param eter t and is o f class L 2 ( — oo , oo) 
such that

i :
IV fP  dt <  co. (28)

W hen conditions (27) and (28) are m et it is known 
that the vector com ponents of (27) are related by H il­
bert transform ation (P art I, [4, p. 122]). Furtherm ore,

m 2 d, (V*7) 2 dt =  e/2 (29)

which means that not only is it possible to  express the 
kinetic and potential energy determ ining tim e com po­
nents as H ilbert transform s, but when all tim e is con­
sidered, there is an equipartition of energy.

The relationship between kinetic and potential energy 
density is true for a bounded system, that is, one in 
which a boundary may be envisioned of such an extent 
as to totally enclose a t any m om ent the total energy due 
to  a particular signal of interest. A proper summ ation of 
the energy terms within that boundary for the signal of 
interest would then disclose a partitioning in accordance 
with principle 1). A  m easurem ent of the energy density 
at a m icrophone location due to a rem ote source will 
only yield a part o f the total energy density of that 
source. The relation (27) will therefore not necessarily 
be observed by the m icrophone at any given moment. 
Thus, for example, the pressure and velocity com ponents 
at a point in an expanding sound wave from  a source 
will be related by w hat is called the acoustic impedance

of the medium  and are not necessarily at th a t point re­
lated by H ilbert transform ation. However, we know that 
the source of sound was, at the mom ent of energization, 
a  bounded system and was therefore governed by the 
physics of (2 7 ). If the medium of propagation is such 
that a given energy com ponent im parted by the source 
is preserved in form  between source and microphone, 
we may take that m icrophone m easurem ent and recon­
struct the total energy-time profile of the source by ana­
lytical means. This observation is the basis for the m ea­
surements o f this paper.

Any vector obtained from  (Eq. 27) by a process of 
rotation of coordinates m ust possess the same proper­
ties. This surprisingly enough is fortunate, for although 
from  dynam ical arguments the com ponents shown in 
(Eq. 27) are the most significant, it quite frequently 
happens tha t an experiment m ay be unable to isolate a 
purely kinetic com ponent. This does not inhibit a system 
analysis based on total energy since we can obtain the 
to tal vector by adding our m easured quantity to  a quad­
rature H ilbert transform  and be assured of a proper 
answer.

F or verification of principle 3) we m ust consider that 
class o f kinetic and potential energy related signals 
which could serve as stimulus to a system for resultant 
analysis. In particular we seek a signal form  which when 
used as a system stimulus will suffice to define within a 
proportionality constant the system vector (27) by an 
integral process. This is done so as to parallel the ana­
lytical techniques which use a G reen’s function solution 
to  an impulse (P art 1, [10]) and of course the powerful 
D irac delta. Because we are dealing with quadrature 
term s we have not one but two possible energy stimuli. 
Consider the special representation of (2 7 ),

Vi « - ' = ! !
\2 w a  x

V ttT ) =  ' _ £ * * * ■

(30)

yjln
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Fig. A-2. Sketch of defined complex energy vector prior to 
allowing the parameter a to become large without limit. Im­
pulse (7) and doublet (8) are shown as orthogonal projec­
tions from this vector.

The energy density represented by this is obtained 
from  (24) as

E(x) =
sin2 ax  +  1 — 2 cos ax +  cos2 ax

2wax2
1 — cos ax

(31)

The total energy represented by (31) as a becomes large 
without limit is (Part I, [24])

lim
1 cos ax

dx = 1. (32)

Thus in the limit the quadrature term s of (30) produce 
a representation of unit total energy which exists only 
for x  =  0 and is null elsewhere. To see this more clearly 
rewrite (27) with (30) com ponents as

1 sin ■vat’
cyy) =  -? =  — ------

\2 i r  y

1 cos \ a y  — 1
\Z2rr

(33)

where y =  \  a x. The vector (33) is as shown in Fig. 
A-2 with its quadrature com ponents as projections. If we 
took the limiting form  of (33) as \  a becam e large 
without limit, this would approach the impulsive vector

e(y) =  8(y) +  id (y)  

where by definition

sin Ay

(34)

S(y) =  unit impulse =  lim

d(y) = unit doublet =  lim
X—> CO

Try

cos Ay — 1
7ry

(35)

This impulsive vector is symbolized in Fig. A-3 as its 
quadrature projections. It may be readily seen that 8(y) 
is identical to the impulse commonly referred to as the 
Dirac delta (Part 1, [10. p. 1-168]). To this author's 
knowledge this particular unit doublet has not received 
previous recognition.

In order to  justify the designation of the energy- 
related vector t{y )  as impulsive, consider the magnitude

squared form  shown in (3 1 ). It is known that (Part I, 
[4, p. 35])

lim f  / ( y )   ----------------\2 ^  dy =  ^x-> oo j  -co rrA(jr -  y)2

In the limit, utilizing (3 3 ),

f i x )  =  f  /(>•)[ t (* -  y) • <*(* -  y) | dy (37)

where the asterisk denotes complex conjugation. Thus 
the magnitude squared of the vector (34) is an impulse 
in the D irac delta sense, although the generating vector 
is composed of an impulse and a doublet.

W e know from  classical analysis that the response at 
a receiving point due to injection of a D irac delta at a 
transm itting point is a general system describing func­
tion. If the system is such as to allow superposition of 
solutions, then we can state that the total energy density 
at the receiving point due to  an arbitrary forcing func­
tion x (t)  a t the transm itting point is obtained from

\E ( t)  =  f
.! —a

x(t) h(t — r)dr (38)

where the describing function h ( t)  is the normalized 
system response to the D irac delta of total energy (3 4 ). 
Likewise the potential energy com ponent F ( r ) ,  also ob­
tainable from  a D irac delta, has a sim ilar form  with its 
own describing function. It must therefore follow that 
there is a kinetic energy describing function obtained as 
the response to the unit doublet as assumed from the 
generating form  of (3 0 ). By this argum ent e(y) could 
be regarded as a unit energy impulsive vector composed 
of equal portions of potential energy producing impulse 
and kinetic energy producing doublet. The assumption 
tha t the impulse is related to potential energy is drawn 
by analogy of form  from  classical mechanics in the 
assumption that the difference in state following an off­
setting impulse of position is positional displacement, 
while the difference of state following the doublet is 
velocity. Relating to circuit theory, suppose a single 
resonance circuit is excited by a unit impulse of voltage.

&

O

/  d o u b le t
d (x -O )

Fig. A-3. Sketch of limiting form assumed by components 
of Fig. A-2 when a is allowed to go to the limit. Note that 
the defining envelope of both impulse and doublet even as 
the limit is approached is proportional to the reciprocal of 
coordinate x.
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A t the instant following application of the impulse the 
capacitor has a stored charge (potential energy V2 C V 2) 
while the inductor has no current (kinetic energy V2 H 2). 
Thereafter, the circuit exchanges energy under the rela­
tions (24) and (2 6 ). Should a unit doublet of voltage 
be applied, one would have as initial conditions a cu r­
rent in the inductor with no net charge in the capacitor. 
If  one did not choose to identify the impulse with po­
tential energy solely, he could multiply (34) by the unit 
vector of Eq. (14) to obtain

e *  {8(0 +  id ( 0 ) (39)

so as to redistribute the initially applied energy in the 
proper manner. Regardless of how one does this, it 
should be evident that a general description of system 
energy density must involve both the impulse and dou­
blet response, not just the impulse response.

It might logically be asked why the need for a dou­
blet response has not been previously felt with sufficient 
force to generate prior analysis. The answer is found in 
principle 2 ) . An analysis based on either the impulse or 
doublet can be used to derive a complete system analy­
sis by appropriate manipulation. The physical reason 
why one cannot use solely the impulse response or dou­
blet response is that a m easurem ent made on one sys­
tem param eter, such as voltage, velocity, or pressure, can 
only express the m om entary state o f energy m easured 
by that param eter. One scalar param eter of the type 
available from  linear system operation does not represent 
the total system energy. A complete mathem atics of 
analysis could be generated based completely on the dou­
blet driving function and obtain the same results as a 
mathematics based on the impulse. This is because in 
order to get a complete answer, the complementing re­
sponse must be calculated for either approach. Among 
the examples which spring to m ind for the need of im ­
pulse and doublet analysis jointly is K irchoff’s form ula­
tion of Huygens’ principle fo r acoustics (P a rt I, [25, 
p. 43]) and the impulse and doublet source solutions for 
electric and magnetic waves (P art I, [10]).

The response of a system h ( t)  to  the unit energy 
operation (34) is, from  Eqs. (3 ) ,  (5 ) ,  and (1 5 ),

h(t) = f0 )  +  ifdr) f (x) «(/ — x) dx. (40)

The system response h (t)  is the analytic signal com ­
posed of the impulse response /( f )  and the doublet re­
sponse g ( t) .  From  (25) the time position of energy 
sinks and sources is found from  the local minima and 
maxima of

d_
dt (41)

W hile it is readily proved that the analytic signal h ( t)  
has a single-sided spectrum, this fact is of little value to 
our present consideration of energy. W e assume that the 
param eter under analysis is a scalar o r may be derived 
from  a scalar potential. W e assert that the sources of 
energy, which relate to the effective sources of sound, 
may be determined by considering both the kinetic and

g(t) F(u)

-fCt) f(t) f(t) f(t)

-/v feT

-g(t)

m

F(oj)

-i sgnu  F(cj)

/v f e )

- y f c s )

/
g(t)

V

\
g(t)

/

Hilbert Transform

-i sgncj F(co) 

b

Fourier Transform

Fig. A-4. Symbolic representation of functional changes 
brought about by successive applications of a. Hilbert trans­
formation to conjugate functions of same dimensional pa­
rameter; b. Fourier transformation to functions of reciprocal 
dimensional parameter.

potential energies. These m ay be obtained separately as 
scalar com ponents of the vector analytic signal. A local 
maxim um  in the magnitude of the analytic signal is due 
to  a local source of energy and not an energy exchange.

The total energy of (24) is a scalar obtained by 
squaring the defined vector com ponents of (2 7 ). The 
H ilbert transform  relations exist between the vector com­
ponents of (27) and subsequently of (4 0 ). Although 
two successive applications of H ilbert transform ation 
produce the negative value of the original function 
(skew reciprocity), the energy being obtained as a square 
is uneffected. The Fourier transform  relating two descrip­
tions of the same event is reciprocal in order that no 
preference be displayed in converting from  one domain 
to the other (Fig. A -4). The Hilbert transform , being 
skew reciprocal, does show a preference. This is also 
separately derived from  the C auchy-Riem ann relations 
fo r the analytic function (2 7 ). It should be observed 
that the geometric relation between analytic functions 
derived in [2, Appendix A] of P art I must hold between 
the impulse and doublet response. Hence it is possible 
to  generate a reasonably accurate sketch of the form  of 
a doublet response from an accurate impulse response 
measurem ent. F rom  these one could infer the form of 
total energy of a given system.

There is a strong generic tie between the imaginary 
unit i =  \ /  — 1 and the generalized Hilbert transform  in 
that two iterations of the operation produce a change of 
sign while four iterations completely restore the original 
function. One must surely be struck by the analogy of 
the energy related vectors (27) and (40) to  the quadra­
ture operation of the imaginary unit which is known to 
be related to the system-describing operations of differ­
entiation and integration.

Note: Mr. Heyser’s biography appeared in the October 
1971 issue.
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The Delay Plane, Objective Analysis of 
Subjective Properties*: Part I

RICHARD C. HEYSER

Jet Propulsion Laboratory, Pasadena, Calif.

Any audio system can be completely measured by impulse response, steady-state 
frequency response, or selected variations of these such as square wave, tone burst, 
or shaped pulse. The measurements will unfortunately always remain unintelligible to 
the nontechnical user of audio systems. The difficulty lies not with the user but with 
the equations and method of test. These do not use the proper coordinates of descrip­
tion for human identification. Heretofore the mathematical validity of Fourier trans­
form methods has inhibited a serious search for alternatives. This paper presents the 
results of a search which shows that the time domain and frequency domain are only 
two of an indefinitely large number of valid function space representations for audio­
system analysis. A  particular function space is presented which uses entities of descrip­
tion that may be related to the human identifiable sound attributes of pitch, spectral 
distribution, intensity, and temporal or spatial spread of an effective source. A mean­
ingful dialogue may thus be envisioned between the engineer performing objective 
measurement and the nontechnical listener utilizing subjective terminology. An ortho­
normal set of functions is established which allows an expansion of transfer functions of 
wave propagation (seismic, sonic, electromagnetic) in terms of relative time delay and 
spectral content of signal. An algorithm is thus established for mapping between time 
and frequency without the use of a Fourier transform, and characterization of multipath 
structures may be made indefinitely accurate without the normal limitations of the un­
certainty principle. A closed-form solution is made possible for propagation through 
dispersive absorptive media.

INTRODUCTION: For a very long time the evalua­
tion of audio or acoustic systems has been ham pered 
by the existence of two schools of thought. One, the 
objective view, insists that m athem atically precise and 
repeatable m easurem ents are necessary. The other, the 
subjective view, places no reliance on plots, curves, or 
equations, but attem pts to  use attributes which can be 
related to those evoked sensations of sound which can 
be verbalized. A ttem pts at reconciling these two views 
have been frustrating to say the least since there did not 
seem to be a way of mathem atically describing subjec­
tive terminology.

Previous w ork in the objective evaluation of loud­
speakers [1], [2], [4] has shown that the spatial-tem poral 
extent of a signal source can be inferred from  the objec­
tive measurements. This appeared to  point the way to 
a  possible dialogue between objective and subjective in­

* Presented May 16, 1973, at the 45th Convention of the 
Audio Engineering Society, Los Angeles.

terpretation. In particular, a netw ork theory concept pre­
sented in this Journal [3] looked most promising for that 
purpose. Accordingly a program  of research was insti­
tuted with the in tent of formalizing some method of ob­
jective description which might be subjectively acceptable.

This paper is a prelim inary report on the results of 
that research. The initial goal appears to  have been 
achieved— an analytical tool for audio evaluation which 
may be interpreted in either subjective or objective terms.

In the approach to be outlined herein the major bur­
den will be placed on the engineer who would be using 
a new way of writing his equations. However, this also 
places a requirem ent on the subjective interpretation such 
that those descriptions based on evoked images of spatial, 
tem poral, and spectral program  content be employed.

The analysis which follows will develop a mathem ati­
cal description which m ay be used for problems involv­
ing network transfer functions. This is not too restrictive 
since the results will be applicable to microphones, loud­
speakers, tape and disc systems, equalization networks,
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auditoriums, and control room  acoustics, in short any­
thing which represents a linear processing of a  signal 
from one point in space and time to  another.

PROBLEM OVERVIEW

One of the goals we are trying to reach is the very 
practical one of meaningful subjective description of the 
modification of the evoked sound image due to  im per­
fect signal processing. N o use of mathem atics is or should 
be m ade for this purpose. The other goal is a m ethod 
of meaningful objective analysis using term inology which 
can be translated into that language of subjective imagery. 
N ot only is mathem atics required for such objective an­
alysis, but as will be shown, the complexity is greater 
than tha t used for contem porary audio analysis. In a 
way this is understandable from  the observation that if 
the present tools of analysis had been sufficient, the 
bringing together of objective and subjective analysis 
would have been accomplished long ago.

A  reasonably short technical paper could be written 
by presenting the results in a concise form  under the 
hypothesis that the reader is conversant in the m athe­
matics of normed linear spaces and finds the reason for 
that approach self-evident. In this author’s opinion that 
is not only a disservice to the professional who deserves 
to know more about new tools of his trade, but is al­
most certainly assured to inhibit its use by the very per­
son to whom this paper is directed, the practical audio 
engineer.

The paper will start therefore with an overview of the 
principles that are to  be employed and use heuristic 
terminology wherever possible. The intent is to present 
the practical engineer with some of the background of 
the development of a delay space analysis where sound 
can be described in term s of a spectral modification 
combined with an arrival time spread.

The role of mathem atics in analysis is so obvious that 
it is rarely expressed, yet its m isinterpretation is the cause 
of m any serious errors. M athematics is an abstraction 
concerning the interrelationship among conceptual en­
tities. The language of expression involves signs and sym­
bols generally presented as equations of relationship. 
M athematics exists quite apart from  physical processes 
but can occasionally be employed to act as a simulacrum 
for such processes when an analogy of form can be 
expressed between the physical observation and a m athe­
matical abstraction. We know, for example, that a loud­
speaker does not have to solve an equation in order to 
function, but this in no way prevents us from  predicting 
loudspeaker perform ance from our equations because the 
equations behave analogously to the physical process 
when we properly identify the conditions of analogy.

The weakness in this lies in the extent to which an 
analogy exists between the real and the abstract. We must 
constantly be alert to the possibility that an analogy con­
sidered quite good enough to allow prediction of pre­
liminary effects diverges sufficiently in detail that errors 
of interpretation can occur. That is the situation ad­
dressed by this paper.

There is an extremely valuable chapter of m athe­
matics, called Fourier transform s, governing the inde­
pendent expression of functions of dimensionally recip­
rocal coordinates. It has long been known in acoustics 
that one of these coordinates can be brought into close

analogy with w hat we think of as time. The other co­
ordinate appeared closely analogous to  an entity of the 
pitch of a pure tone which had been called frequency 
by Young near the end of the 18th century. Consequent­
ly Rayleigh among others called this Fourier reciprocal 
time coordinate “frequency” and identified it with a sub­
jective property of hearing [5], This is the view general­
ly held today.

The analogy is quite acceptable as a coarse measure of 
pitch, but serious problems emerge upon detail examina­
tion as have been pointed out by  Carson [6], G abor [7], 
and Page [8], fo r example. An enormous am ount of effort 
has been expended by mathem aticians and scientists in 
bending these two independent coordinate descriptions 
into a form  in which a physical analogy is more closely 
found.

In this paper we are searching for a meaningful ex­
pression of subjective sound images. In order to  avoid the 
quagmire of psychoacoustics, an assumption is made that 
whatever the process of hearing is, the effects m ay be 
verbalized as modifications to  the evoked images of 
sound. Those verbal descriptions are the subjective term s 
we seek since they constitute a usable language. An in­
vestigation of those subjective effects of improper sound 
processing produces the multiple coordinates of expres­
sion to  be presented shortly. A fter removing all coor­
dinates relating to nonstationarity of processing and angle 
of arrival, two subjective coordinates remain, pitch and 
time delay. In other words, it does not seem possible to  
cram the apparent two-dimensional verbal description of 
subjective impression into the one-dimensional mathe­
matically exact equations of analysis.

In  this paper no  attem pt is made to deform the coor­
dinates as is conventional. Instead another chapter o f 
m athem atics in topology and norm ed linear spaces is 
investigated to see whether or not other coordinate ex­
pressions exist which are more closely analogous to  the 
hum an observables of sound. This quest has proved suc­
cessful.

From  a purely m athem atical point what is found is 
that the one-dimensional spaces of presently used objec­
tive expression are only two of an infinite num ber of 
function spaces of representation. All of these belong 
to w hat are called H ilbert spaces, and one can find such 
a space for any num ber of dimensions one chooses to  
use.

Recalling that mathem atics is used as a simulacrum, 
we have an answer to a very old dilemma: pitch is not 
frequency. W hen we draw an analogy between “wall- 
clock tim e” and a coordinate of single dimension, the 
other reciprocal coordinate, frequency, has a physical an­
alog, but it is not that of pitch because in detail it breaks 
down.

A description in one dimension, such as impulse re­
sponse or steady-state frequency response, m ay be 
mapped to and from any of the higher dimensional 
spaces with absolutely no loss of detail so long as the 
resultant space is a proper H ilbert space. The famed 
Heisenberg uncertainty relationship [9, p. 119] is a rule 
of interspace m apping and is not applicable within a valid 
H ilbert space. In fact, the presently used uncertainty re­
lationship m ust be a special case of a more general in­
terspace mapping rule among spaces of the same and 
different cardinality.

In this paper we introduce a two-dimensional space
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of complex functions of two scalar variables (class C 2) 
onto which one can m ap the existing equations of com ­
plex functions of one scalar variable (class C l ). So far 
this is purely a m athem atical abstraction. But when we 
inquire into the analog of these coordinates in human 
interpretation (when one of the C 1 coordinates is an ­
alogous to clock tim e) we find that one of them  is very 
close to the intuitive concept of pitch and the other is 
very close to  the intuitive concept of time delay. Both 
of these are the very subjective coordinates below which 
we appear unable to simplify subjective verbal descrip­
tions.

The outline of this paper then directly follows from 
that observation. We first find out how to rew rite our 
equations in this two-dimensional form, which will be 
defined as a delay plane; then, develop some sort of 
graphical tool which can be employed to express p rac­
tical audio situations on this plane. Since the coordinates 
o f this plane are interpretable in subjective terms, we 
then attem pt to tie certain known situations with a de­
lay plane predicted subjective effect to  see if it makes 
sense.

The delay plane is two dimensional, but we can use 
it to handle azimuth, elevation, and intensity by super­
imposing solutions. We can thus solve a problem in parts, 
then assemble the whole for a more complete solution.

As a final practical observation, delay plane techniques 
are too complicated for analysis of simple networks, un ­
less one wants to know the subjective equivalent. They 
can, however, be employed to obtain a genuine simplified 
solution for those situations for which existing methods 
are hopelessly complicated, such as room  acoustics. The 
fact that the solution is also reducible to subjective 
terminology lends credence to the point that one should 
place strong reliance on the observations of a trained 
human observer, even if the existing mathem atical tools 
do not appear to bear him out. The chances are that he 
is correct.

COORDINATES OF SUBJECTIVE DESCRIPTION

There are two problems which must be solved before 
a common language may be envisioned for a dialogue 
between the objective engineer and the subjective listen­
er. First, a description must be obtained for subjective 
impressions of sound which may be expressed in m athe­
matical terms. Second, the existing m athem atical struc­
ture must be transform ed to accommodate the terms of 
this description. Coordinates for a model useful for sub­
jective descriptions will now be considered.

Conceptual Image Space

Hearing, along with sight and touch, are the major 
sources of inform ation concerning the geometrical order 
and configuration of the world about us. It will be as­
sumed that each of us has a mental image o f a concep­
tual geometrical fram ework erected about us and as­
sociated with the sources of sound which we hear. This 
conceptual image space is assembled so as to be consis­
tent with the geometrical spaces of vision and touch. 
Each source of sound is associated with an apparent ob­
ject size and position in this space, and the total effect 
of the distribution of sound sources constitutes the am ­
bience associated with our acoustic environm ent.

Time Delay

We presume an ordered measure of sound sequence 
which m ay be term ed relative time for a continuing pro­
gression of events or simply time delay for the relative 
m easure of sequenced events. Because we are accustomed 
to the perception of sound with a fixed propagation 
velocity, time delay may consciously or unconsciously 
be associated with the geometry of the conceptual image 
space. Sound which obviously has the same program 
content but different time delays and angular arrivals 
m ay contribute to the geometrical sound image of an 
enclosure with reflecting boundaries. O ur subconscious 
ability to localize an apparent source for such an array 
of sound based on first arrival is well demonstrated as a 
precedence effect.

Pitch

The sound which we hear will be presumed to evoke 
a sensation which may be related to  pitch. Pitch will be 
defined as the ordered measure of the property of the 
purest tone of m oderate constant total energy density 
which can be perceived. The distribution at any moment 
o f the perceived sound in term s of pitch and intensity 
will be called the spectral distribution of the sound. A 
subjective measure of spectral distribution will be timbre. 
Pitch is defined only for a pure tone, but it will be un­
derstood that the subjective pitch of a complex tone will 
refer to the ordered measure of a pure tone of the same 
loudness judged to have the same subjective basis.

Intensity

Intensity will be defined as related to the total energy 
density of the sound. The loudness of a sound will be 
assumed to be the relative auditory sensation of strength 
of a sound and is related to sound intensity by a pitch- 
dependent transfer characteristic of hearing. Similarly 
the auditory sensation of pitch may, in the nonlinear 
process of hearing, be dependent upon intensity.

These term s of conceptual image space, pitch, intensity, 
and time delay are definitions assumed for the purpose of 
this paper and are such as to be defined in either ob-

(objective) (subjective)

time deloy

azimuth

elevation

intensity

pitch

conceptual 
image space

sequence 

reverberation 
echo

range (distance)

■ azimuth 

elevation 

scale (size) 

loudness 

timbre 

pitch

Table I. Several subjective effects in sound perception and 
their proposed objective counterpart.

jective term s or m athem atical symbols. In describing a 
sound subjectively they may be identified as where the 
sound is located and how it is spread out, what its pitch 
o r tim bre is, how loud it is, and what its time sequence 
is. Table I is a tentative list of these subjective effects and 
a breakout of term s which might serve as coordinates 
for objective description.
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Some subjective verbal descriptions now in use and 
their possible objective interpretation in these coordinates 
are as follows:

1) Change of Timbre: Bright, shelved, peaked, thin, 
boomy;

2) Change of Spatial Configuration: Transparent, 
projects, smears, spreads, reverberant, echoey;

3) Change of Size: Prominent, weak, bigger than life;
4) Combined Spectral-Spatial: W ander, shift, smeared, 

overlap, indistinct location;
5) Warping of Conceptual Image Space: Im proper lo­

cation, foreshortening, expansive.
A reasonable job of description can be perform ed by 

breaking each effective sound source out in terms of its 
azimuth and elevation angles and treating intensity as a 
fixed "gain factor” for stationary networks. This still 
leaves pitch and time delay as network coordinates.

THE CONCEPT OF FUNCTION SPACES

Historically there have been two alternative and inde­
pendent sets of m athem atical descriptions which can be 
employed for any given audio process, tim e-dependent 
and frequency-dependent description [4, p. 735]. Both 
of these are satisfactory as objective descriptions because

 x  F T
\  F(w)

E c t f M  -
. N y

frequency
b.

c.

Fig. t. Symbolic representation of function spaces used 
in audio analysis, a. Steady-state frequency analysis which 
yields the spectral response F (u), and impulse response an­
alysis yielding /( /)  can be mapped from one form to the 
other by Fourier transformation (FT), b. An orthonormal 
set of functions exists within each space such that the steady- 
state frequency response and impulse response can always be 
expressed as a linear sum of terms, c. The orthonormal 
terms are a key which allows mapping equations from either 
of the one-parameter time or frequency expressions to a 
two-parameter delay space and from that to higher order 
dimensionality. The multi-parameter descriptions of a human 
observer may be mathematically characterized in some space 
and major terms then transformed to a delay space for an­
alysis. Human observation tends to lose meaning and iden­
tification for the one-parameter frequency and time descrip­
tions, even though accurate, because the coordinates are not 
those of human experience.

instrumental observation analogs exist for the m athe­
matical entities. Neither of these is satisfactory for the 
subjective human impression of sound which is proposed 
here, because there are not enough coordinates available,

even when one includes azim uth and elevation angle 
of the sound source.

The solution to this involves a reappraisal of our 
mathem atics of audio engineering. A  symbolic represen­
tation of the presently used processes involved is shown 
in Fig. la . The am orphous blobs symbolize function 
spaces in which equations may be written to describe an 
audio process. One of these function spaces will have 
equations of the form  we know as steady-state frequen­
cy response F(&>), and this will be called the frequency 
space. A nother space, which will be called the tim e space, 
may be used to describe the same network in term s of 
the impulse response / ( r ) .  We may m ap a description 
from  one of these two spaces to  the other under the 
process known as Fourier transformation and symbolized 
by the labeled double arrow. A n equation written in 
either function space can properly and completely de­
scribe an audio process.

These particular function spaces have functions de­
fined on the line, that is, in term s of a linearly continu­
ous single coordinate. Therefore the dimensions must be 
reciprocal, seconds and reciprocal seconds or hertz ]4]. 
Dimensionally reciprocal spaces require all values o f  co­
ordinate in one space to  be used in order for a function 
to  be mapped from  that space to a single coordinate 
in the other. Incom plete use of the coordinates of one 
will result in a distribution about the single value of 
coordinate o f the other. That is why all possible time 
must transpire before we can express the true frequency 
value of a function. This lies at the very heart of the 
problem of attem pting to  identify the strictly m athe­
matical concept of frequency with the pitch of a tone.

It will be shown first that any network which has a 
known F(w) or fU )  may be expressed as a linear sum 
of simple terms of an orthonorm al set {<£} or {0}, re­
spectively. This is symbolized in Fig. lb  for the simplest 
expansion.

Unlike a Fourier transform ation between F(w) and 
/ ( / )  which is the result of an integral process on the 
entire function, the transform ation from the set {<£] to 
the set [6 j is known term by term and is a linear super­
position which can be written down by inspection once 
the coefficients c f  each term are known. Table II is in­
cluded for determining the coefficients from the steady- 
state frequency response. These results should be of in­
terest to the general audio analyst since they provide an 
algorithm for interdomain mapping which avoids the 
normal complexity of Fourier transformation.

The next step in developing subjectively interpretable 
mathematical descriptions is symbolized in Fig. lc .  It will 
be shown that there are many function spaces which may 
be used, not just two. The spaces may have a  higher 
dimensionality than those with which we are familiar. 
The most significant function space for the purpose of 
writing equations which have terms with an analog in 
hum an experience is the linear delay space. The delay 
space C7’ has coordinates interpretable as time delay, 
pitch, azimuth, elevation, and intensity. Space and time 
invariant propagation systems, common to audio en­
gineering. allow a simple reduction to C2 for linear an­
alysis with coordinates o f time delay and pitch. This is 
the set (T j and it will be referred to  in this paper as 
two dimensional, whereas time and frequency spaces are 
C 1 and considered one dimensional. Each term of the 
set j<(>] may be mapped to a term of a set {¥} in the
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delay space, and, as in the case of conversion from  fre­
quency to time, the expansion on the delay space may be 
written by inspection. A graphical representation of the 
{'J'J expansions for easier m anipulation by engineers will 
be presented.

These function spaces are, of course, m athem atical ab­
stractions and are not the process of sound. They may 
be used to codify and predict the process of sound if an 
analogy can be dem onstrated between a given functional 
dependence and a  sound-induced effect. The function 
space labeled “observer” is therefore based upon such 
an assumed m athem atical description for the subjective 
interpretation of the effect o f a network transfer func­
tion on program content. If an observer verbalizes the 
sound as “pinched" o r “bright” or certain instrum ental 
voices as “smeared” or “ indistinctly located,” then a 
m ajor presumption is made that this can be broken down 
into effects which are related to the hum an observables 
of spectral content, intensity, and relative tim e or spatial 
spread. These can then form coordinates of description 
in some observer function space.

If any one of the mathematical function spaces can

a.

frequency \  f
\  J  ’

mix \  /  | ,To
dimensionsX ( 0

e.

Fig. 2. Symbolic description of the mapping between the 
one-parameter time and frequency space and the two-param­
eter delay space. The coordinates in the delay space are 
equivalent to the human identifiable parameters of pitch, di­
mensioned in reciprocal seconds and labeled p, and time de­
lay, dimensioned in seconds, a. An impulse in time maps to a 
cisoid in frequency and a coordinate line at a given value 
of time delay in the delay space, b. An impulse in frequen­
cy maps to a cisoid in time and a delay space pitch coordi­
nate. c. A phasoid, a general phase dependence, maps to a 
curve in the delay space. The cisoid is a special limiting 
form of phasoid. Each term of the orthonormal expansion 
in Fig. lc  is a phasoid with complex multiplier. Any fre­
quency description of the type used in audio network anal­
ysis can be expressed as a set of delay-space curves of the 
type shown in this figure, each one of which has a complex 
gain. d. A time phasoid maps to a curve of pitch dependence 
as a function of delay.

be found which uses coordinates uniquely relatable to 
those of the observer’s function space, then the two 
function spaces can be m ade isomorphic. In simpler but 
less precise terminology, an engineer who can measure 
in or transform  his measurem ents to the proper function 
space will speak the same language as the observer who 
uses the proper subjective terminology. The appropriate 
delay space meets these requirem ents.
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MAPPING THE LINE TO A PLANE

It is normally considered regressive to take simple 
one-dimensional functions and rewrite them in term s of 
two or more dimensions. However, this is necessary in 
order to join subjective and objective analysis for dy­
namic program  material, and there is nothing canonical 
about a  single coordinate expression which does not 
work. There appear to be few guidelines in such an en­
deavor, so the following analysis, which is by no means 
a  proof, may give some heuristic interpretation to this 
process as used in this paper.

There are simple functions which uniquely tie one 
function space to another. The cisoid, which is the an ­
alytic signal form  of the sinusoid, is such a function as 
shown symbolically in Fig. 2a and b. The cisoid is used 
to  map the frequency line to a single point on the time 
axis and conversely. The delay space is represented here 
as a plane, which will be called the delay plane. The 
coordinates of the delay plane are time delay t, in sec­
onds, and pitch p, in reciprocal seconds. This la tter co­
ordinate will also be called periodicity. A  point in the 
tim e space maps to a line in the delay space and the re­
lationships of mapping and dimensionality are shown in 
Fig. 2a. Similarly a point in the frequency space m aps 
to  an orthogonal line in the delay space as shown in Fig. 
2b.

The cisoid is a unit-am plitude linear phase-dependent 
function which allows a general m apping from  the fre­
quency to the time space and conversely. The cisoid is 
not adequate fo r general mapping onto the delay space 
since it m ay be used only for a  straight line which 
am ounts to a  coordinate shift. F or the purpose of this 
paper a  unit-amplitude phase-variable function will be 
defined as a phasoid. The cisoid is a special phasoid. As 
shown in Fig 2c and d, a phasoid maps into a single 
curve in the delay space.

The basis for nam ing the delay plane axes m ay now be 
seen. If  we experimentally construct a signal which is a 
replica of a tim e phasoid and ask fo r that attribute of 
sound represented by the tim e rate of change of phase, 
it is that subjective property we call pitch. If we double 
the rate, the subjective effect is a doubling of pitch. 
W hat we hear is a flute tone of definable pitch at any 
moment.

There is an apparent one-to-one relation between that 
param eter which becomes one axis of the delay plane 
and the subjective impression of pitch so long as we 
consider linear effects. Subjective effects are known to 
be nonlinear at higher sound levels, so we cannot expect 
a  linear space to be a perfect simulacrum. A lthough not 
perfect, it is still a great deal closer than what we have 
been using.

The other axis is labeled tim e delay for the same 
reason, a physical network model with tha t property bears 
a one-to-one relationship with delay. The isomorphism 
of L2 spaces [10, p. 217], [11, p. 43] means that fre­
quency is not pitch by the same m easure that tim e is not 
delay. Pitch can have meaning at a place in time as time 
delay can have meaning at a place in frequency.

The frequency space is defined on the line. An analytic 
simplification of engineering problems, particularly those 
which are transient problem s with a switched start, is 
made by defining the frequency function on a complex 
plane. The mapping from  this plane to the time space is

then perform ed by a Laplace transform ation. Depending 
on one’s view, this complex frequency plane either makes 
the physically interpretable Fourier transform  a special 
case of the Laplace transform  [12] o r makes the tools 
of complex integration available to  solve Fourier in­
tegrals [13]. The expressions developed in this paper will 
use the complex frequency s — a- +  i<u wherever pos­
sible so tha t either Fourier o r Laplace m ethods may be 
used by the engineer.

NETWORK EXPANSIONS

Define the generalized all-pass function

ia> +  y* to +  (a  — I/S)

iai — y  ico— (a  +  i’/S)
( 1)

where the asterisk means complex conjugation. This is 
a special phasoid with one pole and one zero, and these 
are shown in Fig. 3 on the complex frequency plane.

The pole at y  has two degrees of freedom and any 
such generalized all-pass function m ay be transform ed 
to any other by a combined frequency coordinate shift 
and expansion.

pole

s=s'

F(s) =

s -  plane 
"s + r*
s - 1

S = O ' -f i a ;

«  + 1/3

T(p) 2<*
« 2MP-/3)2

Fig. 3. The frequency transfer function of the generalized 
all-pass and its time delay as a function of pitch are shown 
along with the equivalent functional locus in the complex 
frequency plane and delay plane.

T he tim e response of the network of Eq. (1 ) exists 
as a generalized function and is

6(t,y )  A  6 (0  =  e ^ [ S ( t)  +  2aeat] ( 2)

where S(t) is the impulse [4], [14].
I t is a rem arkable fact that any reasonably well-be­

haved frequency transfer function m ay be expanded as 
a linear sum of generalized all-pass functions. These func­
tions in fact form  an orthonorm al set. F or network 
transfer functions which have N  simple poles the expres­
sion is

N

F M  =  ^  CK<t>(co,yK) (3)
l

where
T

C k  =  T - * c o -   I F(co) <f>*(co,yK) d (o .
I T  *'

- T

Usually the frequency transfer function is known as a 
product of factors involving poles and zeros. In that case
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there will be a <£(«) for each pole. F o r example, the con­
ventional resistance—capacitance low-pass filter of Fig. 
4 may be expanded as

1 1 1 /  ia> — a \
F M =  _ _  =  - -  . ( 4 )

ta> ■+• a 2a 2a \  ia> +  a /

T he pole —a is real so that the com plex conjugation 
does not change any sign.

R-C low pass
OWMr-

I _  J  I / S - 0  \
s+a ~ 2a 2als+a]

L-C low pass

o-aprtp-j—j-o

o T  To
I

(s+a)(s + a*)

= ~ 1 /s -a *\
(a*-a)(a*+a) (s + a I

^ ___ I
(a*-a)(a*+ a) ls+ a’

R-C high pass

s I . I /s -a  j 
s-a ~Z 2 Is +a /

L-C high pass

(s + a )(s + a *•)

-  - o 2 / s - o * !
~ (a*-a)(a*+a) (s + a )

a* Is -a  \
(a*-a)(a*+a)(s + a")

Fig. 4. Four common audio networks with 6-plane trans­
fer function are equated to a form demonstrating their 
equivalence as a sum of generalized all-pass functions. Refer 
to entries 1, 2, 6, and 10 in Table II.

O ther common audio networks shown in Fig. 4 m ay 
similarly be expressed as follows:

RC  high pass:

iai 1 1 /  iai — a  \F M =  =  +  . (5) 
lui +  a 2 2 \  i(o +  a, /

LC  low pass: 

F(a,) =
1 1

(a2 +  /S- ) +  / 2acu — 

iai +  y *

4a/3 \  iai — y  }  4a/3

LC  high pass:

(ico — y )  (iai — y *  )

F y* \  i  /  iai +  y  \

—  y  !  4aB  \  iai —  y* /
( 6 )

F(ai) =
(a2 +  /32) +  /2a

=  1 - 1 .

+
r i

4a/S

a2 - ^

I 2 ! 4a/3 j

( ico +  y *

Zw — y 

" I  /  /a> +  y  \

\  icj — y  *  /
(7)

For physically realizable networks such as these the 
poles and zeros will either be real or occur in conjugate 
complex pairs [3], The coefficients o f such paired terms 
must therefore be com plex conjugate.

Table II is provided to enable the ready determ ination 
of coefficients for any network of the type normally en­
countered in audio engineering and expressed as a ra ­
tional polynomial fraction factored into poles and zeros.

The advantage of the expressions such as Eqs. ( 4 ) -

(7 ) is th a t the tim e response is a simple sum of the 
responses of each term. I t is not necessary to perform 
a com plicated Fourier transform  if the program  re­
sponse is known to only one generalized all-pass net­
work. If one knows the response of only one generalized

F(s) C0 c, c2 c3

1 1
(s + a)

i
2a ”  2a

2 (s + b) 
(s+a)

(a+b)
2a

(a -b) 
2a

3 , (s+c) c (a-c) (c-b)
(s+aXs+b) 2ab 2a(b-a) 2b(b-a)

q (s-a)fe-b) (a+b) (a+b)
(s+a)(s+b) (a-b) fa -b)
(s-a) 1 1 (a + b)
(s+a)(s+b) 2b (b-a) 2b(b-a)

6 .... 1 1 1
fe+a)(s+a*) (tf- aXa*+a) (a'-aXa*+aT
(s-aXs-a*) 2 a" 2a
(s+aXs+a*) (a*-a) (a*-a)

8 (s+bXs+b") (b’ +b) (a’ -tflfa '-b) (a-b)(a-b’ )
(s+aXs+a") (a"+a) (a,-a)(a*+a) (a*-a)(a'+a)

9 , !.s + b) _1
(a"+ a)

(a»-b) (a-u)
(s+a)(s+a*) (a'-aXa’ +a) (a*-a)(a"+a)

10 s2-  b2 (a"-b)(a»+b) (a - b)(a + b)
(s+a)(s+a") (a"-a)(a*+a) (a"-a)(o,l+a)

II , 1 1 1
(s +a“ ) (a*+a) (a"+a)

12 (s-a) (a-b) 1 (a + b)
(s+a*)(s+b) 2bib-a*) (b-a*) 2b(b-a*)

13
(s-a)(s+c) , h,cfo+b)+ab-a a"b + ac (c-bXa+b)
(s+a'Xs+b) (t>b) 2b2(a«+a) b(a"+a) 2 b2

Table II. Basic table for determining the coefficients for 
transforming a frequency transfer function F(s) into a linear 
sum of generalized all-pass functions. Any order polynomial 
F(s) may be expanded using this table. Entries 1-5 are for 
resistance-capacitance networks, entries 6-10 are for induc- 
tance-capacitance terms, and entries 11—13 are auxiliary ex­
pressions needed to expand higher order polynomials than 
those listed.

all-pass network to any program  he can calculate the 
response of any audio network to that program . This is 
summarized in Fig. 5.

Because it is an orthonorm al expansion, any combina­
tion of series and parallel networks will have the same 
form and properties. Thus while the simple networks such

F(s)

II
C.
-t-

C,<t> (s,r)

f(1)
II

CaS(t)
+

C,-e(t,»;)

C2(J) (s.Xj) ■* *■ C2-©-(t,jr2)
+  +

Fig. 5. Because the time response D of a generalized all­
pass function <p is always known, the impulse response of 
any network may be written as a linear sum in the manner 
shown (Refer to Fig. lb). The response of any network 
F(s) to any arbitrary input may be written as the linear 
sum of the response of the known functions <p to that input.

as Eqs. ( 4 ) —(7) show little benefit from such expan­
sions, a genuine simplification occurs for the more com­
plicated audio problems, particularly those with multi­
path time delay as we shall now show.
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DELAY PLANE EXPANSIONS

The generalized all-pass function is the key which lets 
us map from  the frequency space to the delay space. Each 
phasoid, Eq. (1 ) ,  maps into a special type of curve in the 
delay plane as shown in Fig. 3. This curve is such that 
the time delay r  for each signal com ponent of pitch p 
is [3]

i-O)
2 a

a=+(/>-/3)2
(8)

Each curve in the delay plane has the same charac­
teristic bell shape shown in Fig. 3. The area between 
this curve and its effective zero delay, to which the curve 
becomes asymptotic at large periodicities, is constant at 
2tt. Thus a frequency space pole with a low damping will 
lead to a large delay and a narrowing of the delay dis­
persion. A constant multiplier, or intensity factor, is as­
signed to each curve. Hence pitch, time delay, and in­
tensity are effectively handled.

The use of the delay plane as a graphical representa­
tion of com plicated audio and acoustic structures may 
be understood from  Fig. 6. The originating signal is most 
conveniently thought of as curve (a ) ,  that is, some pro­
gram which has a  dynamic spectrum spread of pitch com ­
ponents and the existence of which defines a  null time 
delay reference.

If the observation is made with some fixed delay T0, 
relative to  the actual program, then the curve (b ) is the 
delay plane locus of the observer’s program  in term s of 
the original program. This could, for example, be the 
delay due to sound traveling a distance X  at velocity c.

Fig. 6. Delay-plane representation of networks exhibiting 
the properties of delay, dispersion, and absorption.

Dispersive propagation with pitch-dependent velocity 
is readily handled as curve (c) if no amplitude change 
occurs. I t is seen that curve (c) could be m apped by a 
unitary operation onto another delay space such tha t in 
tha t space the curve (c) is straight. This is one m anifesta­
tion of the indefinitely large num ber of function spaces 
available for analysis.

The curves (d) are those due to the generalized all­
pass function, and the set represents some network when 
coefficients C  are assigned. The basic tim e reference T 1 
depends upon the nature of the observation. Curves (d) 
may represent the pitch-tim e spread due to reproduc­
tion of program  (a) by a loudspeaker and heard at a 
distance X ,. As far as the listener is concerned, the ref­
erence time starts at the first available sound and what 
is labeled T 1 could be called 0 in his reference system.

As one example of this graphical representation of 
the delay plane the expression for the low-pass network 
of Eq. (6) consists of two curves and is drawn to scale 
in Fig. 7 for representation of a loudspeaker crossover 
network with a  damping of 0.707 and a cutoff of 500 
Hz. The peak delay is

Tpon k
2 2

=  —  = ------ =  0.9003 ms
a £o0

which will occur at a  pitch com ponent of

/8
p = ------ =  354 seconds” 1.

2 t t

The two curves of Fig. 7 simply mean that an observer 
listening to  a signal passed through this network hears 
a distortion that is identical to  that which would be

Fig. 7. Delay-plane expansion of the L -C  low-pass net­
work of Fig. 4. Parameters are dimensioned to correspond 
to a loudspeaker crossover network with a damping of 0.7 
and a cutoff of 500 Hz.

caused by two nearly simultaneous arrivals of the sig­
nal. F or this network one arrival advances the phase 
of each signal com ponent by 90 degrees and delays the 
signal by 0.77 ms at a pitch com ponent equal to a fre­
quency of 500 Hz. The other arrival is a 90-degree phase 
retardation with 0.13 ms of delay at 500 Hz. A t low- 
pitch com ponents signals reinforce each other; a t high- 
pitch com ponents they cancel, yielding the “low-pass” 
characteristic of sound associated with this network.
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DELAY SPACE INTERPRETATION

A t this point we have established that any network 
transfer function m ay be expressed as a simple linear 
sum of basic all-pass network terms. The generalized 
all-pass network may not be itself physically realizable, 
but can in parallel com bination always represent an ac­
tual network. W e have further defined that this basic 
network represents a single valued pitch-dependent time 
delay. The linear summ ation means that we may also 
think of a network as composed of a set of weighted, 
parallel, pitch-dependent delay lines. This is not a trans­
versal filter [15], [16], o r Rake implementation [17], or 
H ardy filter [9, p. 170] but a parallel configuration. The 
delay plane, composed of perpendicular axes of program  
pitch content and perceived time delay, is a simple 
graphical tool for representing audio networks in term s 
of the parallel all-pass functions.

The delay plane may be used to place the results of 
the previous Journal papers in context w ith this work. 
The m easurem ent of the set o f functions constituting the 
delayed spectrum  expansions of Fig. 6 is called tim e de­
lay spectrom etry [1]. The excitation signal used to map 
a frequency o r time space representation of a  system 
into a delay space may be any phasoid which defines a 
unitary operator. The simplest such phasoid, a linear 
sweep of pitch versus time, was used for simplicity in all 
previous discussions.

The orthonorm al expansion in a delay space gives rise 
to an interpretation of the signal propagation as equiv­
alent to  a weighted multiple-valued delay to each pitch 
component. In Fig. 6, fo r example, a signal a t pitch 
com ponent p1 will emerge from  network (d ) as three 
signals at times T 1, T2, and Ts. The nature of this dis­
tortion im parted to  a  signal is such that this author 
nam ed it “tim e delay distortion” [2]. In  order that no 
misinterpretation occurs, this is not the same as the term 
“delay distortion” used in com m unication circuits [18]. 
The difference is that time-delay distortion relates to 
true clock time between input and output in a causal 
sense, and generally is a multiple-valued quantity. Delay 
distortion is a single-valued quantity derived from  the 
frequency response and is the departure of the slope of 
the phase-versus-frequency curve from a constant value. 
As this author pointed out [3] this slope, called variously 
group delay or envelope delay, is never coincident with 
true tim e delay for any minimum phase network, and 
resulted from an unfortunate misunderstanding of Kel­
vin’s principle of stationary phase as applied to  evaluat­
ing the Fourier integral along the com plex frequency 
axis. In fact the tools of analysis presented here can now 
be used to show that group delay bears the same relation­
ship to time delay as “instantaneous frequency” bears 
[15, p. 81] to pitch.

The delay plane legitimately gives two degrees of free­
dom for describing network response. The delay plane 
is definitely not a graphical representation of the joint 
frequency-tim e delay properties of a network. The dis­
tinction is that the delay plane is a graphical representa­
tion of a particular H ilbert space and functions may 
thus be uniquely expanded in term s of an orthonorm al 
expansion on this plane.

A strong intuitive need has long been felt by analysts 
for a description of joint frequency-tim e properties, and 
so it is common to assemble such a graphical construct

for all m anner of analysis. Because it is an artificial “glu­
ing together” of two independent H ilbert space represen­
tations on the line, a frequency-tim e plane cannot pos­
sess orthonorm al expansions.

The delay plane of Fig. 6 m ay be smeared into a plot 
of frequency-tim e delay by merely replacing the coor­
dinate labeled p by one labeled a>. This is now no longer 
a H ilbert space but is what one would get from as­
sembling an inpulse response and its Fourier transform 
on one piece of paper. The sharply defined bell-shaped 
delay plane curves now become smeared and overlap in 
accordance with the usual uncertainty relation [4]. There 
is no such uncertainty in the original delay plane simply 
because the Heisenberg concept is an interspace mapping 
relationship and does not exist within one space.

The extra degrees of freedom possessed by the delay 
space can give us the capability of subjective interpreta­
tion of the objective description of an audio system. 
This is because we can meaningfully state when a given 
pitch com ponent should arrive at the position of a listen­
er. Sound at constant velocity gives us the tradeoff be­
tween time delay and apparent distance to  a source. 
There are of course azim uth and elevation considerations, 
but to  introduce the concept we will first presume sound 
coming from one fixed direction.

There is a  complex coefficient associated with each 
curve on the delay plane, even a fixed time delay. Curve 
(b ) with a real positive coefficient constitutes perfect re­
production from  the standpoint o f spatial spread of a 
source relative to  a listener. Depending on the magnitude 
of the coefficient, the source m ay appear the same, louder 
than normal, or softer than normal. Subjectively this may 
yield what has been called “scale distortion” [19], which 
relates to apparent physical magnitude of the source due 
to all factors being correct relating to  range and pitch, 
but disproportionate in intensity.

The set o f curves (d ) with complex coefficients will 
give rise to  a subjective impression involving both a 
change of tim bre, since for each pitch com ponent some 
curves will reinforce while others cancel, and a spatial 
spread due to the time-delay distortion. If  the curves are 
so closely spaced that a conversion from  pitch to  fre­
quency notation produces significant overlap, then the 
subjective effect m ay be describable in terminology re­
lating to  tim bre change and scale distortion but little or 
no apparent radial smear.

Curves with increasing delay spread will give rise first 
to  subjective term inology relating to reverberant proper­
ties, then toward terminology relating to echo and mul­
tiple sources as the delay becomes greater.

DELAY SPACE ANALYSIS

There is no m ore inform ation in a delay-space analysis 
than in a frequency-space analysis. The trem endous use­
fulness of a delay space is its closer tie with the human 
coordinates. A n illustration of how one may possibly 
use a delay plane in an actual situation with angular 
dependence of sound transmission may be obtained from 
Fig. 8.

Consider an observer O  listening to a two-speaker m on­
itor in a room. The usual situation of a  high-frequency 
speaker SH m ounted forward of a low-frequency speaker 
S r is assumed. One sound reflecting surface R  is to be 
considered. The high-frequency speaker establishes the
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tim e-delay reference fo r the observer since the earliest 
sound comes from that source.

.0

Fig. 8. Geometrical simplification of an observer O listen­
ing to the direct sound from a monitor speaker as well as a 
reflection off a hard surface R. The monitor is assumed to 
have low- and high-frequency speakers spaced a distance d 
apart. The sonic effect perceived by the observer is that any 
sound image point I is smeared to a region / '.

The direct sound from  the low-frequency speaker is 
represented by the set of curves SL in Fig. 9, and the 
image speakers SH'  and SL'  lead to the curves shown. 
If the reflecting surface R  is specular, then to first order 
the curves for the image speakers will be sim ilar to 
those of the direct source. If it is not specular, then the 
additional delay-plane curves due to its reflection proper­
ties must be added to those of the image speakers to  ac­
count for this distortion. N o m atter how com plicated the 
situation, one only adds or subtracts curves from  the 
delay plane, never changes the form  of those already 
there.

If  each of the four sets of curves were drawn on a 
separate transparency and overlaid in accordance with 
the time delay of each set, the effect would be as shown 
in Fig. 9. Each curve within the set has an intensity 
factor associated with it so that not all curves are im ­
portant for determining the gross character o f sound.

W hat this tells us about the reproduction is as follows. 
Each delay-plane curve represents a separate path be­
tween source and listener. Each curve therefore am ounts 
to  a separate reproduction of the program  m aterial fed 
to the loudspeaker system. W hat a listener hears is an 
ensemble of programs, not just one. E ach m em ber of 
the ensemble has its own strength. The loudest members 
will dom inate and produce the effect we call the “sound”

of the program . All of the m em bers o f the low-frequency 
channel merge and cancel for high-pitch components, 
producing the characteristically dom inant lower pitch 
program  content. The converse is true for the high- 
frequency channel.

If one wished to  know what the effect would be of an 
anechoic cham ber rendition of a program, he could re­
move the V  and SL'  transparencies (and of course all 
other room  reflection sets) leaving SH and SL. Then a 
change in spacing of low- and high-frequency speakers 
could be assessed by sliding SL parallel to  the time-delay 
axis. The effect of the room alone would be equivalent 
to replacing all room  reflection curves and removing SH 
and SL. A  change in the geometry of the room  could be 
represented by sliding SH' and SL' relative to the direct- 
sound time delay to  account for the appropriate path 
length delay. This graphical manipulation of curves can 
quickly lead to  an intuitive feel for the subjective effects 
on the sound heard  through the system.

If the electrical signal fed to the loudspeakers were 
such that a perfect loudspeaker would produce a point 
image 1 in the observer’s conceptual image space, then 
the delay plane can be used to  estimate the apparent de­
form ation due to room  and transducers. If  the equiv­
alent point I  has pitch components in the range Ap, then 
SH will spread the image in range by some A t  and SH'  
will similarly spread the image and pull it toward SH'  as 
perceived by O. If the observer were used to  listening 
to a sound /  in this room, then SH'  will not materially 
alter the angular position, but it will provide some angu­
lar smear. The effect of the im perfect reproduction will 
be the pitch-dependent spreading of the point I  into the 
region / '.

The effective spread of the lower pitch term s of SL 
will be larger than those of SH for most loudspeakers, 
since the poles are closer to  the frequency axis for a 
given cutoff rate  in decibels per octave. This is the basis 
for the general rule presented in [2] that the mean aver­
age position of a sound source behind a loudspeaker, 
based on total energy density, is roughly inversely pro­
portional to  the high-frequency cutoff. Even if the ob­
server O cannot perceive the individual delay terms, he 
will experience an apparent pitch-dependent spreading.

W hat the delay plane curves tell us about the loud­
speaker spacing d  is that there is a minimum critical spac­
ing below which subjective quality will not improve due 
to the existing time spread of the individual speakers. 
The m inim um  allowable spacing for perceptible distor­
tion will decrease with improvement in transducers. Be­
cause program  content, distortions add more delay-plane 
curves to those of the speakers, the critical spacing will 
depend on program  material and content as well. Some 
program  m aterial m ay be so badly time-delay distorted 
that it makes little difference where the speakers are po­
sitioned relative to each other.

SUBJECTIVE INTERPRETATION

Subjective interpretation of defects in sound reproduc­
tion is an intensely personal experience which is not 
amenable to  engineering analysis by means of a response 
to a prescribed stimulus. It is better understood in term s 
of illustrative examples which have a counterpart in the 
common experience of sound. A  hypothetical experiment 
fo r illustration of subjective sound perception m ay be

time delay -*■

Fig. 9. Simplified delay plane expansion of the system of 
Fig. 8 as perceived by the observer.
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envisioned as follows. Assume one were listening to a 
sound which was created by a natural process in a natural 
environment. F or simplicity, assume it to  be the voice 
of a friend. We have an acoustic as well as visual spatial 
image o f the person talking. We could, if  need be, point 
to the place in the room  where the sound of his voice 
placed his conceptual image. If  we were to close our 
eyes, his conceptual spatial image would no t change posi­
tion (a  ventriloquist is well aware of this in providing 
visual as well as acoustic clues for altering the apparent 
physical location of a voice o r sound). Assume some­
how that while our eyes are closed, the person were 
spirited away and replaced by a sound reproduction of 
his voice. If the reproduction were perfect we would be 
unaware of the deception and could, upon request, point 
to a position in space where his conceptual image ap­
peared to us. The question to which we address our­
selves is, w hat would be the subjective effect o f an im­
perfect reproduction?

The foregoing delay space analysis o f im perfect re­
production indicates th a t the voice will be altered in 
spectral content or tim bre and will change in size and 
be spread in the conceptual image space. Even if the 
total sound intensity is unaltered, the image correspond­
ing to  the voice may appear unusually large with a width 
and depth which is dependent upon the spectral content 
of the words being spoken. Even if the steady-state fre­
quency spectrum of the reproducing device has good 
high-frequency response, the “liveness” o f breath sound 
may be lost due to  a spatial smear. Because the lower 
frequency components tend to greater relative spatial 
spread, his voice m ay subjectively appear stronger in 
bass com ponents than w arranted by frequency response.

If the entire system from  m icrophone through loud­
speaker is perfect, and if the listening environm ent is 
such that the hum an listener can unconsciously com pen­
sate for its deficiency by assigning a  modification in con­
ceptual space to account for the sound as it should be 
perceived in that environm ent, then the perceived sound 
will be to all intents a perfect reproduction. A  nonuni­
form  transmission will be identified with a warping of 
the conceptual image space. In highly symbolic term s the 
conceptual image space is warped in a m anner analogous 
to the visual equivalent o f looking at a scene through a 
multiplicity of panes of glass each one of which has a 
color-dependent thickness.

Because one effect of an imperfect response is a time 
smear, a subjective im pairm ent of program  acoustics 
should be evident in depth perception. A  single instru­
mental voice will be unnaturally spread out in depth from 
a nominal position in the conceptual image space. M ul­
tiple voices which should occupy different apparent dis­
tances from  the observer may tend toward closer ap­
parent spacing and in extreme cases appear to merge at 
a poorly defined position. The reason for this would be 
the system delay term s which treat all program  sources 
alike, unlike a natural acoustic environm ent in which 
complexity of transmission tends to increase w ith ap­
parent distance from us.

All of this is purely conjectural and open to  criticism 
since it is based on interpretation of delay-plane expan­
sions as an equivalent acoustic effect. It does appear to 
this author to more closely correlate with subjective 
impressions than impulse or steady-state frequency re­
sponse, even though they are known to be completely

valid. It also appears to  explain why certain defects o f 
reproduction can have extremely bad impulse or square­
wave responses, such as all-pass filter transmission, yet 
be quite difficult to  hear [20], while other defects which 
barely show instrum ental evidence, such as print-through, 
can be extremely objectionable.

CONCLUSION

In  the process of formalizing audio system descrip­
tions in terms w ith subjective interpretability it would 
appear that some of the results o f this paper have been 
common knowledge fo r a long time. Thus the concept 
that an im perfect sound reproduction produces a spatial 
diffusion as well as spectral modification is not startling, 
nor should it surprise anyone tha t the pitch of a tone 
can change with time such as a glissando or that a tone 
of defined pitch can exist fo r a small time, then be 
silenced.

W hat is different about this is that these subjective 
effects result from  a new analytical approach, and such 
descriptions could not result from  the m athem atics nor­
m ally used for audio systems. Their significance thus 
rests on the fact that they are the result o f an objective 
analysis rather than assumptions made prior to  analysis.

I t is apparent that a m athem atical pedigree has been 
established for something which was com mon knowledge 
all along, namely, th a t the subjective interpretation of 
sound is not only describable but involves several in­
dependent variables. It has been shown that the conven­
tional one-dimensional objective descriptions of time 
and frequency are only two of an indefinitely large num ­
ber of possible ways of describing network transfer func­
tions. Furtherm ore, these m ay use two or m ore inde­
pendent variables. None of these function spaces is more 
complete than any other, and the reason for com plicat­
ing one’s m athem atics by using different systems is 
that some of them may be closer to subjective concepts 
than those which we now use. It is thus perfectly plausi­
ble to  expect that a  system which has a “better” fre­
quency response m ay in fact sound worse simply be­
cause the coordinates of that m easurem ent are not those 
of subjective perception. One should not expect a one­
dimensional audio m easurem ent to  be meaningful in 
portraying an image of sound any more than he could 
expect an art critic to be appreciative of a painting ef­
ficiently encoded and drawn on a string.

A udio engineering is a very practical field. The con­
cept of Hilbert spaces and orthonorm al functions might 
appear far removed from mixdown sessions or auditori­
um acoustics. In fact, when one begins to translate the 
mathem atical language into audio term s he is struck with 
the observation that much of w hat results reinforces his 
com m on sense ideas. M ore im portantly, ideas emerge 
which may not have otherwise resulted. This is what it 
is all about; not becoming conversant in mathematics, 
but developing better audio engineering.

The orthonorm al expansions among other things mean 
that a  reflecting surface adds term s in the sound field 
but does not change other term s not dependent upon 
that surface. Tt comes as no surprise then that a mixing 
console surface does not modify the direct sound from 
the m onitor speakers but adds its reflection com ponent 
to  the sound perceived by the mixer. W hat is new is 
that the analysis shows that there is a way not only of
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isolating the console reflections, but of interpreting the 
net sound as a combined spectral-spatial modification of 
the sound image as perceived by the mixer.

We have by no means exhausted the m athem atical 
tools which m ay be utilized, but have restricted the dis­
cussion to those necessary to  establish a dialogue between 
objective and subjective interpretation. Throughout all 
of this one common-sense fact should be kept in mind, 
the electrical and acoustic m anifestations of audio are 
what is real. M athematics is a sim ulacrum  we em ploy to 
model and predict our observations of the real world. We 
should not get so impressed with one set of equations 
that we assume the universe m ust also solve these equa­
tions in order to function. I t does not.

The m aterial presented in this paper is a preliminary 
report of research still in progress. One hazard of report­
ing w ork in progress is that no opportunity exists for 
a polished presentation with all loose ends tied and all 
conclusions tabulated. A  num ber of concepts new to au­
dio engineering have been introduced in  order to  pre­
sent a  basic principle o f delay-space analysis. In order 
to make this m aterial available to  audio engineers in a 
paper o f reasonable length, it has been necessary to  elim­
inate m any details of development. A substantial am ount 
has been left out, so this paper should be considered 
only as an introduction to  the concept.
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The Delay Plane, Objective Analysis of 
Subjective Properties* 

Part II

RICHARD C. HEYSER

Jet Propulsion Laboratory, Pasadena, Calif.

Editor’s Note: P art I of The Delay Plane, Objective A nal­
ysis of Subjective Properties appeared in the N ovem ber 
issue.

INTRODUCTION: Part I dem onstrated that objective 
analysis of subjective sound properties is possible only 
by expanding analysis beyond the conventional approach 
of time domain and  frequency domain. The case was 
presented that time and frequency, rather than being the 
only valid coordinates of representation, are in fact only 
two valid functional representations out of an indefinite­
ly large num ber. A  useful working audio tool was pre­
sented in the form  of a C1 space which could be m ani­
pulated when presented as a two-dimensional chart, call­
ed the delay plane. In order to  present the nonm athem at- 
ically inclined audio professional a heuristic working con­
cept in Part I, the necessary m athem atical basis is present­
ed as a separate section in P art II.

MATHEMATICAL ANALYSIS, PREFACE

This paper draws heavily from  the mathem atics of 
norm ed linear spaces. This im portant branch of m athe­
matics is no t covered in audio literature, even though 
the audio engineer is rapidly expanding his technology 
of multidimensional sound processing into areas where

* Presented May 16, 1973, at the 45th Convention of 
the Audio Engineering Society, Los Angeles.

he will find these tools valuable. U nfortunately, m athe­
matical literature is seldom written in audio identifiable 
terms, and no single reference addresses all the points 
the engineer should know. The first two sections on 
definition and H ilbert space summ arize the salient en­
gineering features of this branch of mathem atics and pro­
vide a digest version for the needs of this paper as well 
as a minimum background for audio engineers. The par­
ticular references used fo r these two sections are [9]-
[11], [15], [21]—[28]. Individual contributions from each 
reference will not be signified since in m any cases this au­
thor had to  combine the contributions of two or m ore 
in a m anner and term inology felt most suitable to  au­
dio engineering. The rem ainder of the m athem atical an­
alysis is original work.

DEFINITION OF TERMS

The main premise of this paper is that there are al­
ternative sets of elements for the characterization of a 
netw ork transfer function. By element is m eant an entity 
of description such as the response to a sine wave. By 
set is m eant the to tal collection of such elements. M ap­
ping is the rule by which elements of one set m ay be 
assigned to elements of another set. The process of m ap­
ping is also called a transform ation, o r it may be per­
form ed under the control of what is called an operator. 
The m apping produces w hat is com monly called a func­
tion if the coordinates of the set represent numerical
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values. One example of a coordinate representing num eri­
cal values is the set of all real numbers R, called the real 
line, such as used for the time domain of representa­
tion. A nother example is the set of all complex num bers 
C, called the complex plane, such as used for the com ­
plex frequency domain of representation of Laplace 
transform  theory. A highly structured num erical fram e­
work of representation where each element can be con­
sidered a single entity or point is called a  function space. 
For the present paper the set of all complex functions 
defined on a coordinate basis composed of an n-fold of 
real num bers and representing a linear space will be 
called an w-dimensional complex space C". It is the in­
tuitive extension of complex functions to an n-dimen- 
sional space. The frequency response of an audio net­
work is a complex function (with am plitude and phase) 
of the single coordinate of frequency, hence is Cl .

The set of all num bers defining a connected open re ­
gion of the function space is called the domain of the 
function defined in that region of the space. The rela­
tive distance between elements in the fram ework com ­
prising the function space is called a metric of that space. 
A set of elements together with a metric for that space is 
called a metric space. Two different metrics defined on 
the same elements form two different metric spaces. A 
particular metric of value is one with the property of 
determining the size of any element as its distance from 
the origin. This real positive num ber is called the norm  
of the element x, denoted by ; |jc| |. The double vertical 
bars may be thought of as symbolizing that a very spe­
cial absolute value is implied for the element. Because we 
are dealing with physical networks which can both store 
and exchange energy as well as dissipate it as heat, we 
can expect a functional description of an audio process 
to be a vector quantity. We can geometrically think of 
a vector as a directed line segment. The norm is the 
length of the vector which starts from the origin. A 
geometrical measure of how much of one vector is 
composed of, or is embedded in, another vector is af­
forded by how nearly perpendicular they are to  each 
other. A complex measure which reduces in the simpler 
geometries to  a value proportional to the cosine of the 
angle between two vectors is the inner product, also 
called scalar or dot product. The inner product between 
two vectors x  and y  is symbolized by (x, y ) .  If two vec­
tors are perpendicular their inner product is zero and 
they are said to be orthogonal. Vectors which are ortho­
gonal and have a unity norm are said to be orthonorm al. 
If the norm is determined by an inner product relation­
ship between pairs of elements in a space and if con­
vergence of all elements is what is term ed complete for 
this norm, then the space is called a H ilbert space.

A more formal definition results from the following. 
The set of all functions defined and measurable on a 
set T  in ^-dimensional space, and with the property that 
the square of the norm is finite and induced by an inner 
product,

! |x |j2 =  (x,x) =  f x ( /) x * ( r )  <* <  CO 
T

is a separable H ilbert space, which is designated L2 (T ) 
when the inner product is taken to be

(x .y ) =  f  x ( t ) y * ( 0  d t.
T

W hen this is established, it follows that there is for 
every x in the space a unique expression

X
X =  s  CNeN 

1
where {f’v) is a countable set of a complete orthonor­
mal set and CN =  (x, ex ).

The series representation is called the generalized 
Fourier series o f x with respect to ex . If, for example, 
T  is the interval [0,2ir] of the real line, the expansion is 
the usual Fourier sine and cosine series. It should be 
observed that contrary to common engineering terminol­
ogy the sine and cosine expansion is not the Fourier 
series but a Fourier series. There are m any types of 
Fourier series.

W hat this means in audio terminology is as follows. 
If we have any situation involving exchange as well as 
dissipation of energy, and if the total available energy 
is limited, then the equations of analysis may be ex­
pressed in a form  belonging to a H ilbert space. When 
this is done, we will find that any function we express 
in this space m ay be expanded as a linear sum of sim­
ple terms, and this will be a generalized Fourier series. 
The degree of correlation between any two functions in 
this space m ay be obtained from the inner product of the 
two functions and will generally be a complex number. 
To be consistent w ith concepts of statistical theory, the 
highest numerical value of correlation among elements 
is traditionally considered unity. C ircuit theory correla­
tion is therefore frequently expressed as the inner product 
divided by the norm.

The mathem atically com plete expressions we have used 
in audio engineering all along, such as room normal 
modes and frequency and impulse response, are each 
expressed in a H ilbert space. From  the generalities of 
the concepts just given there is no reason at all to ex­
pect that only two representations, tim e and frequency, 
should be possible. We should be able to m ap our rela­
tionships onto other H ilbert space representations.

A set of finite measure in any num ber of dimensions 
m ay be m apped to and from a linear segment with pres­
ervation of measure. Audio and acoustic problems may 
be expressed on a  line, a plane, a cube, o r any num ber 
of dimensions. The coordinates of these expressions must 
generally be different since it is not proper to glue to­
gether two valid one-dimensional param eters to simulate 
two dimensions. The appropriate plane must be as­
sembled from a mapping process, not gluing, to maintain 
validity under close scrutiny.

Once an engineer associates a physical process with 
any function space coordinate, the interpretation of 
other coordinates of measure in that and other function 
spaces is established. To an engineer, most of these 
other function space coordinates may seem unusual, but 
a  meaningful characterization is assured with their use. 
It is not inconceivable that once an engineer becomes 
accustomed to two or more dimensions, the one-dimen­
sional description of impulse response and steady-state 
frequency response will seem awkward and contrived.

HILBERT SPACE REPRESENTATIONS

The engineering significance of H ilbert space repre­
sentations may be summarized as follows. First, all func­
tional representations will be linear sums of simple term s 
of the same type. Furtherm ore, each term  in this sum­
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m ation will belong to  an orthonorm al set which means 
that two separate functional representations will be com ­
pletely separable, no m atter how  m uch they appear to 
overlap in the frequency or time domain from  which 
they were m apped. Second, even if the true representa­
tion is a long series of term s we get the best roo t mean 
square approxim ation if we use a lim ited sum of term s 
so long as we pick out the largest values. This best ap­
proximation on a pow er basis is a result o f a sphere- 
packing interpretation of a lim it in the m ean approxim a­
tion of a truncated series. Third, the square of the norm  
is interpretable as proportional to total signal energy. 
In fact, the average energy is proportional to  the square 
of the signal point from  the origin of the space, regard­
less of the num ber of dimensions (num ber of degrees 
o f freedom or of m essages). Fourth , the inner product 
not only establishes the norm  but provides a m easure of 
the degree of correlation between any two functional 
representations in this space. Fifth, the establishment of 
a finite square integrable space, o f class L2, assures deal­
ing with practical problems of bounded energy.

Classic F ourier transform s m ay be applied to  spaces 
other than class L2; however, certain significant bene­
fits accrue from  dealing in a H ilbert space. F o r example, 
a  Fourier transform  on L 2 is a one-to-one norm  preserv­
ing linear transform ation (Parseval equation) o f L2 on­
to L2. It preserves inner products, thus is unitary. In  
this regard a Fourier transform  defines an isom orphism 
of the H ilbert space onto itself. A  very significant fact 
we shall use is that a function and its Fourier transform  
play exactly the same role in L 2. This property was also 
stated and used in an earlier paper [2] to infer the exist­
ence of time-delay distortion. This valuable symm etry 
of purpose is shared among select spaces in higher di­
mension. Its engineering use is that a solution obtained 
for any space m ay be applied in that same form  to 
other spaces of the same num ber of dimension, thus 
saving a great deal of effort and sometimes providing 
deeper insight into a physical process so represented.

GENERALIZED FUNCTIONS

W ith the introduction of m ore general tools of analy­
sis, we are in a position to clarify some m athem atical 
terminology which engineers are now using. The integral 
form  of the topological property of the inner product 
is of particular value in system analysis. A  continuous 
linear functional (/, <j>) in a linear space <t> form ed from  
the functions <j>(x) defined in some set R, is called a gen­
eralized function [29], [30]. F or every particularly well- 
behaved test function we can associate a num ber
(/, <£). Generalized functions, also called distributions, 
are not functions in the usual sense but are defined in 
terms of an inner product relation w ith test functions.

W here the topological basis is not considered, it has 
become conventional terminology to  call the continuous 
linear functional f  the generalized function associated 
with the num ber (/, <t>) which is defined in term s of 
the integral with infinite limits. In  this sense any regular 
sequence of good functions f N which tend to the same 
inner product for the same test function as N  —» oo are 
said to  define the same generalized function [14]. This is 
sometimes expressed as the definition that a generalized 
function is that class of all regular sequences of good 
functions which in the limit yield the same infinite in­
tegral for the same test function.

Generalized functions are valuable in audio analysis 
because under certain conditions the integral form ula­
tion, along with the operations of translation and con­
volution, provide reasonable analogies for relations in­
volving system response to a stimulus. The impulse S(x) 
and what this author called the doublet d (x )  [4] are gen­
eralized functions in the sense that a test function f{ x )  
can be found such tha t the “impulse” response of a 
system at any m om ent x 0 following the defined zero 
tim e may be obtained as

/(•*■ o) “  (§(*o -  * )> /(* ) )  for x o >  °- 

The doublet is defined as producing the value

g (x 0) =  (d (*o -  *)> f i x ) )  for x 0 >  0.

The reason for this author’s particular choice of words 
in defining the impulse and doublet should now be evi­
dent in view of the inner product relation. The intent 
of providing two generalized function stimuli prior to
the limiting process, rather than simply define the im­
pulse response then obtain its H ilbert transform  as might 
be conventional, was to introduce an energy functional 
for m ore complete analysis of loudspeaker signal ar­
rival times, yet avoid a problem of noncausality of the 
H ilbert transform .

The function expressed as Eq. (8 ) in P art I belongs 
to tha t sequence w hich approaches the generalized func­
tion corresponding to  the impulse as the param eter a is 
allowed to  approach zero. Because this generalized func­
tion is the m apping to the delay space of a frequency 
space pole, the lim iting process as a approaches zero is 
equivalent to the frequency space pole with positive 
dam ping approaching the complex frequency axis indefi­
nitely closely and corresponds to a  network m anifesta­
tion of infinite Q. In the delay plane this limiting curve 
approaches a generalized function which can be con­
sidered to  correspond to the full line t  =  0 and the half­
line p ~  6>0 for t  >  0. The inner product expressed in 
the delay space then is such that any test function with 
pitch and time-delay dependence is operated on to  
produce the pitch output a 0 for all positive tim e delay 
and no output p rior to  zero (causality). As one might 
expect, a frequency plane pole in the right half-plane 
w ith negative dam ping approaching the complex fre­
quency axis corresponds to  a noncausal behavior.

DERIVATION OF PITCH

In the subjective interpretation of sound, pitch is a 
“now” thing. There is strong reason to associate pitch 
with the intuitive concept of instantaneous frequency, 
but the conventional m athem atical form  cannot be used 
for the reasons which have been cited in this paper. It 
is recessary to propose a different approach such as 
symbolized in Fig. 10.

Define a functional subspace T x such that only events 
from  the indefinite past up  to, but not including, the 
imm ediate present are represented. This space is a muse­
um of past events, and that portion of the negative real 
time line used in this space is a hallway down which 
one can view the past.

Define a second functional subspace T2 which extends 
from  the same indefinite past as bu t includes the im­
mediate present. Subspace T 2 is slightly larger than 7 , 
by the difference between the events of the immediate
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present and the immediate past in the subjective ob­
server’s time frame. The excess left after the process 
of mapping 7 \  into T2 represents the functional change 
caused by an increm ent in time at the mom ent “now.”

Fig. 10. Symbolic representation which allows an interpre­
tation of the progressive flow of time as a continual process 
of mapping from one function subspace into a larger sub­
space.

Because the subspace T± stands complete, there is 
another conjugate subspace %  onto which the function­
al form in T 1 may be mapped by a process similar to 
Fourier transformation, and the same is true for T2. In 
the limit as the indefinite past is greatly increased the 
process approaches Fourier transform ation, as may be 
seen by considering the process from the standpoint of 
an observer who is always halfway back to the indefi­
nite past and to whom our negative real line becomes 
his effective entire real line.

Mapping T x into T2 to determine the functions in T2 
not found in T1 is equivalent to the change brought 
about by an increm ent in time, if the functions defined 
in T2 represent time functions. Mapping flq into ft2 may 
therefore yield the spectrum change brought about by 
such a time increment. If the function in T1 and T2 is a 
unit cisoid as shown in Fig. 11, then the distribution in 

and fl2 will be impulsive, that is, defined at a single 
coordinate. Remember, the subspaces are defined com ­
plete and the observer’s future does not exist in them even 
as a null set. The observer’s “now” is that subspace’s 
eternity. Subtracting ft] from Sl2 to determine w hat has 
been added by an advance in tim e m ust be arbitrarily 
close to an impulse because if it were not, then fl2 would 
contain other coordinate components, which it does not.

If flq and t l2 have any arbitrarily, but identical, dis­
tribution for that contribution prior to  the immediate 
past, these will nullify in subtracting flj from Xi2- It is 
only the functional dependence in the finite interval be­
tween the immediate past and immediate present, Fig.
11, which determines the spectrum com ponents of H2 
not found in 0.1. N o m atter what functional form  exists 
in T], if the additional com ponent in T2 has the form  
of a cisoid “spring” in this finite span, then the contribu­
tion in f l, m ay be considered to  be single valued at the 
component with that angular pitch value.

The single value of coordinate induced in f l2 by the 
increment in tim e between T l and T2 will be called pitch 
and is given as follows.

If the functional tim e dependence is an analytic sig­
nal [4, p. 739],

H O  =  fiO  + i g ( t ) =

then the pitch at any moment t0 will be

p =  [b{t)] 
dt

if a (t)  remains constant for a finite interval prior to  f0.
It is im portant to note that the process of subspace 

m apping requires that the amplitude not only rem ain 
constant but do so fo r a finite prior interval in order for 
a single value of pitch to be defined in this m anner. 
This is the m ajor distinction between this entity and w hat 
has been called instantaneous frequency [15, p. 81].

The nam e pitch has been given to  this coordinate be­
cause of its obvious tie with that subjective sound proper­
ty. Also by a fortuitous accident of words it is a m easure 
of the pitch of the cisoid when considered as a spring 
wound around the time axis. A nother nam e for this 
param eter which is particularly fitting is “periodicity,” 
since this conveys the recurrence of events per unit of the 
appropriate coordinate in much the same way as the 
term “frequency” is so identified. Pitch will be used when 
subjective descriptions are anticipated. N o confusion 
should result from  this.

The use of functional subspaces and the conception 
of mapping into another larger subspace in such a m an­
ner as to represent a progressive flow of time can be 
continued indefinitely. The manner in which the phasor 
of Fig. 11 changes as time advances can form an in­
tuitively acceptable model of the sound process as per­
ceived by an observer if it is recognized that the axes of 
the “immediate present” plane on which this is shown 
in Fig. 11 are analogous to entities derived from kinetic 
energy density and potential energy density [4, p. 739].

The length of the phasor may be made analogous to 
total energy density. The vector length will increase as 
the sound intensity increases. Pitch is then analogous 
to the rotational exchange rate between energy density 
partitioning when the intensity is constant. When the in­
tensity varies Fourier’s theorem  can be used to show that 
this is equivalent to a summation of constant-length 
phasors of varying pitch.

It is a dem onstrable fact that an oscilloscope presen­
tation of the plane m arked “imm ediate present” in Fig. 
11 may be made by displaying the intercepted sound 
process on conjugate axes such that one axis is the m i­
crophone output and the other axis is its real-time H il­
bert transform . The cathode-ray-tube spot will then trace 
out the signal that one would observe in Fig. 11 if he 
continuously moved along with the immediate present as 
the mapping process continued.

spectrum of operator 
mapping T to I T  assumed;

6*(A)-JV-At it lingular}

functional description 
of all events from 
indefinite past to 
immediate present

{x : -N <  x<0>

functional description 
of all events from 
indefinite past 
to immediate past

{x :-N < x< 0 >

time-immediate past fime= immediate past

time immediate 
/  present

events here 
not found in T,

space T,

increment 
in time 

between T. &T,

space Tz

Fig. 11. Symbolic representation for describing pitch as a 
phasoid property dependent only upon events at the moment 
of perception.
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Thus an apparent mathem atical abstraction can in fact 
be used as a displayable m easurem ent tool for audio. 
Its engineering interpretation is beyond the scope of this 
paper since it represents the program  signal rather than 
the network response.

GENERALIZED ALL-PASS FUNCTION 
RELATIONS

The following principles may be used to develop the 
orthonorm al frequency-space expansions and, from  them, 
the delay-space relations.

Principle 1

Any function expressible as a rational polynomial frac­
tion

F (s )  =
N (s) N (s )

D ( i)  ( s - r i ) M s - y2) ’’>2- - - ( i- yn)™„

sP +  C u JP -i-b  • • •  + C P
— ------------------------------- , p —  q

s i  +  D jS?-1  +  • • • +  Dq

may be expanded as a linear sum of generalized all-pass 
term s as

m k n

/  s  +  y k* \ mk~>+1

F(s) =  C00+ X Z C* { - 7 = ^ )
j = i  t - = t

where

s =  cr +  iai complex frequency 
7k =  +  ifik poles of F{s)

7k* — ak ~  iPk complex conjugate of y k 
n number of poles 

m k multiplicity of &th pole 
Cjk a  frequency-independent coefficient and 

may be complex 
C00 a constant and may be complex.

Proof
p <  q, F{s) may be expanded into partial frac­

tions

F (s)  =  C0 +

+  -

- +

c 4
- +

( j  — y2) m= (s — y2)

Any partial fraction may be expressed in all-pass term s 
since, for first-order poles,

1 1

(s — y) f  +  y *  \  s —

Higher order poles may be similarly expressed in all­
pass terms by expanding powers of both sides of this 
expression. Thus each partial fraction term  may be ex­
panded as a sum of all-pass terms in descending integral 
powers from the order of the pole yielding the partial 
fraction term.

p =  q , F (s)  can be considered form ed from some 
G (s)  with num erator coefficient (q  — 1) as the product

F (s ) =  ( s - S ) - G ( s ) .

Since G (s) can be expanded in partial fractions, a
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term -by-term m ultiplication by (s — 8), thus forming 
F (s ) ,  m ay be expressed in all-pass terms since

( s - S )  1
— 1 +  (y — 8)

(J — y ) O  — y)

Principle 2

The generalized all-pass function

/  ioi +  a* \
</>(".«) =  I ----------  1

\  ioi — a /

can be made orthonorm al under the conditions
T

lim
Th>c0 27

1 f  . \ 0, a ^
—  J  4>(a,a) •<t>'(<o,b) da —   ̂ i ( a _

T

and

lim
T-* oo

— T

Proof
If a =  b, then

T

doi — ^  | <j> | 2 da> — ^  da> 

— T —T —T

and

lim 1
T - >  oo

j.

- f2 T J
da) — 1.

— T

If a b, then

T

t s \  i(o a J \  id) —  b J
—T

*7 V io) — a /  \  —ico — b * /

-  a t ± ^ l \ ( F z ± )
J  \  ia> — a )  \  io> +  b* )

— T

which can be evaluated as a contour integral along the 
<u axis and closed with a semicircle of radius T. Each 
half-plane about the &> axis has a singularity with a finite 
residue. Hence the limit of the product of the finite con­
tour integral and the vanishing term  in T  is zero.

F or lattices of the same argument, but multiplicity 
greater than one,

T
I* /  leu +  a* \  m /  — iw +  a \  ̂

J  \  to — a J \  —ia> — a* J
— T

T
r  /  /&) +  a* \  m~ n

J  \  to — a j
da).

- T

If m =  n,

lim 1
T-* 2 T J - 1.

—T
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I t m  n, one half-plane of the integrand is free of N ote that since the generalized all-pass function can 
singularities; hence by Cauchy’s theorem  the contour in- be used to m ake any all-pass phasoid, then Principles 2 
tegral is identically zero. and 3 will hold for any such phasoid.

Principle 3

The generalized all-pass function is orthonorm al un­
der a relative tim e shift such that if

where ^  is a time delay relative to a fixed reference. 
Then,

lim 1 f  *  a, *-• A —  J F 7̂  f
r - *  2T  J  d* ~  I l ,  ** =  f.

Proof

if  /“■ f. the integral becomes

lim
T-> oo

T

  I
2 T J

- T

If M =  i ,

lim
T-r  oo 27

1

J
gici d  dill =  1 .

-T .
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COMMENTS ON “ THE DELAY PLANE, 

OBJECTIVE ANALYSIS OF 
SUBJECTIVE PROPERTIES: PART I”

M ichael A. Gerzon

M athematical Institute, University o f O xford, 
O xford, England

In the following, we note some m athem atical errors in 
Heyser’s paper [1] and give references to im portant 

previous w ork in this field.
In  summ ary, H eyser’s paper [1] m athem atically ex­

plicitly suggests the expression of arb itrary  signals as 
linear combinations of “all-pass” signals, i.e., those whose 
F ourier transform  has unity modulus, and in addition 
suggests that it is useful, when describing subjective prop­
erties, to draw the graphs of group delay versus frequency 
of these separate all-pass components, giving this graph­
ical representation the nam e of “the delay plane.” These 
suggestions m ay well prove very useful, but the m athe­
matical means by which these representations were de­
rived in [1] are largely faulty.

In particular, the “generalized all-pass function” <j>(w,y) 

of [1], defined by

<f> (<M,y) =  (id) +  y * ) /( iu >  —  y)

and considered as a function of w, does not satisfy the 
assertion preceding and including H eyser’s eq. (3) [1] 
that the set of functions defined by different values of 
the complex param eter y form  an “orthonorm al set,” o r 
that any reasonably well behaved function can be ex­
panded as a linear com bination of generalized all-pass 
functions.

The reasons for the falsity of these assertions are tw o­
fold. Firstly, the value of the “average over the real line”

T

Y f J ’ $  (®>Yi) 72) du>
— T

is 1 for all param eters y 1 and y2, and not 0 as it should 
be for an orthonorm al set whenever y, y2 [2], This 
m ay be proved simply by noting that the functions <j> (u>,y) 
differ from  1 by less than €, for any given small num ber 
€, only over a finite range of values. The unity value of 
the above average contradicts Eq. (3) of [1].

The second reason for the <f> (w,y) not being an ortho­
norm al set is that they are not m em bers of an inner 
product space [2], since the axiom of strict positivity of 
inner product spaces is disobeyed by the counterexam ple

T

,WT_>o0 ~2 j J  I •M^’Yi) ~~ <f(u>,yn) |2 dw =  0.
— T

Since the <f>(u>,y) do not belong to a H ilbert space, and 
since this is the only new use of H ilbert spaces in [1], in tro­
duction of such concepts in  [1] seems unm erited.

It should be noted that two quite different representa­
tions (Fig. 2c and d) in [1] are given the same name, i.e., 
“the delay plane,” since identifying them  m ight be very 
confusing.

N ot only are arbitrary  functions not expandable as a 
sum of generalized all-pass functions, but also some func­
tions whose F ourier-L aplace transform  is a polynomial 
rational, possessing a finite num ber of zeros and poles, 
are also not so expressible. This includes the effect o f 
some LC R  networks. If all poles are simple, by standard 
algebraic argum ents there is a unique such expansion, 
but no such expansion is possible for functions with 
multiple poles. This m ay be seen by using Table II o f [1] 
to derive the expansion in such cases; then the table gives 
infinite coefficients.

As observed in [1], the representation of a signal as a 
linear com bination o f “all-pass” signals is not unique in 
the sense th a t one signal can have m any such representa­
tions. A  representation of signals as the sum of Laguerre 
functions, which are indeed orthogonal “all-pass” signals, 
has been used since the early  1950s by Lee and W iener
[3]-[7] to  analyze linear circuits and signals, and also to 
analyze general tim e-invariant nonhysteretic nonlinear 
processes, using the theory o f Laguerre-H erm ite expan­
sions [5]-[7], which are easily instrum entable in terms of 
practical circuitry.

In  [1] H eyser points to several unsatisfactory attem pts 
to  represent a signal on a dom ain param eterized simul­
taneously both by tim e and frequency. As has been 
pointed out by De Bruijn [8], such a  representation has 
in fact been known since 1932 in quantum  theory under 
the nam e of the W igner distribution [9]—[12]. Translation 
into the language of com m unications theory is effected 
by renam ing “position” tim e, “m om entum ” frequency, 
and (where necessary) putting P lanck’s constant It equal 
to 1. U nfortunately, the m ajority o f useful results about 
W igner distributions seem to be published only in the 
form  of technical details within, o r appendices to, papers 
assuming an extensive theoretical knowledge of spe­
cific technical areas within quantum  theory, o r in papers 
requiring a knowledge of functional analysis, e.g. [12].

The W igner distribution of a  signal fit)  is defined as 
that function W f(t,w) of frequency o> and time t defined 
by

00

Wf(t,m) =  ( 2 n r ,Aj f ( t  +  Vis)f*(t -  1/2 s ) e - ^ s ds.

 00

This has m any of the properties [8] to be expected of 
“the energy of the signal /  a t tim e t and frequency &>” 
except that unfortunately it is not positive. Closely re­
lated transform s which are always positive appear in the 
quantum  literature, notably the H usim i transform  [13]- 
[14] defined as the W igner distribution of the signal /  
two-dimensionally convoluted with the W igner distribution 
of a  G aussian function.

In  general, the literature of quantum  theory contains 
a great fund of analytic and com putational techniques 
suitable for use in audio, as does the mathem atical func­
tional analysis literature. However, intending users of 
these techniques should check both  that they are used 
correctly, and that the concrete system under consider­
ation actually justifies the introduction of such tech­
niques. T here seems little point in using “advanced” 
techniques when elem entary ones suffice.
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Reply by M r. Heyser

J  must adm it you are absolutely correct on your initial 
point. The generalized all-pass function is not o rtho­

norm al in the m anner I indicated and thus is not a 
m em ber of an inner product space. How did this terrible 
error occur? In going back over my notes in the 
derivation of Principle 2, I find an error in evalua­
tion of tha t portion of the contour integral on the 
semicircular arc. It does not grow at a rate less than T.

Those familiar with my work realize that my pub­
lications are usually based on experimental m easure­
ment, and the delay plane is no exception. The 
expansions of Fig. 6 can be made as outputs of a

TDS. They are observables, not abstractions. I have 
already succeeded in isolating certain members of 
th a t set and determining the coefficients by precisely 
the procedure of the now deflowered Eq. (3 ). Why, 
then, do I get the correct answer. In puzzling over 
this I find that I have actually used Principle 3, re­
lating to  a time shift. In order to make it easier on my­
self, I mapped the curves corresponding to, for ex­
ample, C-2 in Fig. 6 to the straight line corresponding 
to  C0. Because they are never tangent, even with this 
mapping, curves belonging to  different arrival times, 
such as (c) simply dropped out of the measurement.

I chose the unusual artifice of the averaging oper­
ator in looking fo r orthogonality not only in an attempt 
to  keep the representation bounded in the infinite 
integral w ithout a change in variable, but because 
it worked— at least in the practical examples I tried. 
The failure of orthogonality of the specific all-pass 
functions I introduced does not change any of the 
other assertions of the paper, since there are other 
all-pass related functions known to be orthogonal. N or 
does lack of orthogonality under the averaging oper­
ator detract from  the usefulness o f the generalized 
all-pass functions to circuit analysis and subjective 
interpretability.

We as engineers need to get down off our high 
horse and recognize we had better look at other co­
ordinates o f m easurem ent if we want to come to terms 
with the subjectively-oriented user of our services. 
That is why I introduced the concepts of linear spaces, 
no t because of a specific all-pass expansion. I would 
shout the message if I felt that to  be required in order 
fo r us to break out of our rut.

You raise some other points which I would like to 
address. T he delay plane is, as its nam e implies, a 
two-dimensional surface that an engineer may repre­
sent by a piece of paper. Expansions in that plane may 
in turn be represented as lines drawn on the piece of 
paper. I did not anticipate that this would cause any 
confusion.

I did not state that arbitrary functions are expand­
able as a sum of generalized all-pass functions. I did 
state that any reasonably well-behaved frequency trans­
fer function can be so expanded, and supported it with 
Principle 1. Obviously essential singularities and 
branch points require different treatm ent as I indi­
cated in my 1969 paper [1]. Your statem ent that no 
such expansion is possible for functions with multiple 
poles, verified by the observation of infinite coefficients 
is, I m ust point out, incorrect. First, I specifically 
stated simple poles in reference to Eq. (3 ) .  Second, 
one accustomed to the use of conventional Laplace or 
Fourier tables would not be alarmed tha t infinities 
would occur for im proper cascading of different simple 
pole expressions to obtain multiple poles. Thus Gardner 
and Barnes [2] entry 1.105 and Campbell and Foster
[3] entry 448 yield infinities under similar circumstance. 
It is incum bent upon the user o f any such table to ex­
ercise a semblance of caution and simplify his expres­
sions to  a form  suitable for table use. Third, I derived 
in Part II the form to be used for multiple poles. 
There is no  difficulty-—it works.

The all-pass representations of W iener and Lee, which
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are not Laguerre functions, as you state, but their 
transform  and which are not strictly all-pass, since the 
num erator is of lower pow er than the denom inator, 
date to a m uch earlier period than the 50’s. Lee’s 1930 
dissertation, presented in open literature a few years 
later [4] is, in my opinion, a landm ark paper since it 
not only introduces such functions to electrical engi­
neering, but is the first concise application of H ilbert 
transform  relations governing network amplitude and 
phase relations which appeared in engineering litera­
ture. K ronig and Cram ers dispersion relations had been 
known prior to that but were apparently not applied to 
engineering. I used m y reference [15] on transversal 
filters specifically because it explains the particular all­
pass related expansions of Lee. Please observe, as I 
stated in the paper, that I am introducing parallel net­
works, not series networks as in the w ork of Lee. The 
difference is not trivial when it comes to  implementation 
or relating sound to  subjective concepts.

I am  grateful for your pointing out the Wigner 
distribution, since I was not aware of it, nor can I 
find it in any of the references I used in compiling my 
paper. I was aware of a very similar expression form ­
ulated by Ville [5] then introduced by W oodward [6] 
to  radar theory. I gather from  the lack of references 
to  W igner’s work that it was also not known to G abor 
a t the tim e he introduced the concept o f logons, nor 
did Page seem to be aware of it when he tackled the 
same problem. The problem of negative energy of the 
modified W igner distribution w hich is rem edied by a 
smoothing function appears to  support the statement

tha t simultaneous param eterization in term s of Fourier 
transform  coordinates is never exact. And isn’t  that 
w hat I  pointed out?

T he form alism  of quantum  mechanics is indeed rich 
in concepts of value to  audio, but unfortunately most 
audio engineers m ay not be aw are of the notation and 
how it can be applied to  their problem. Hence my at­
tem pt at bridging the semantic gap by using audio re­
lated terminology. I personally prefer the view that one 
should reach for other tools when he does not get results 
he seeks with his present tools, no m atter how com for­
table they feel in use. I  thought 1 had made tha t point 
clear.
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Geometrical Considerations of Subjective Audio

RICHARD C. HEYSER

Jet Propulsion Laboratory, Pasadena, Calif.

A general approach to audio processing is presented in terms which consider each 
step in the processing of a signal as a mapping between functional representations. A 
general result of this analysis is verification that what we hear is not necessarily what 
we now measure in audio systems. Translating the analytical terminology into practical 
terms reveals among other things that there is a subjective difference between harmonic 
distortion in an amplifier and harmonic distortion in a loudspeaker. Several other ap­
parent paradoxes of subjective audio are shown not only to be correct as we hear them 
but predictable by this more general objective approach.

INTRODUCTION: One of the worst kept secrets in
audio engineering is that w hat we hear does not always 
correlate with what we measure. This is particularly true 
for distortion. The lament, “the m eter says it's good, but 
my ear says it's bad,” is recognized as valid by those close 
to the problem [10], [11].

Until quite recently, however, there has simply been no 
plausible explanation for why we hear things that either 
do not appear to be part of our mathem atical analysis or 
are not displayed on measuring devices which are a pro­
duct of that analysis.

Those whose principal professional involvement is based 
on the listening experience tend to  develop a subjective 
viewpoint with value judgements seldom related to in­
strum ental measurement. Their own good “ears” are the 
tools on which they depend, although m any would use 
instruments if such devices could measure what they hear.

Outwardly a more form al and orderly world is avail­
able to those who depend upon objective measurement. 
Such people tend to believe that il there is something 
which is heard but not describable within the framework 
o f objective formalism, then it must be due to some pro­

perty of sound perception that sets a limit beyond which 
objective techniques may not penetrate.

The im portance of attem pting to bring objective and 
subjective audio together lies in the fact that the end pro­
duct which both strive for is an acoustic illusion which is 
economically acceptable. The audio product is thus gen­
erally subjective in nature but demands a measure of pre­
dictability.

In a previous paper [1] a method of linear analysis was 
introduced with the specific purpose of bringing together 
one aspect of subjective and objective audio. However, 
much of the discrepancy between how we measure and 
how we hear lies in nonlinear effects. The purpose of this 
paper is to  investigate the effect of distortion and to try 
to  understand not only why the “ear” and “meter” do not 
agree, but those circumstances in which the ear might 
rank systems in a different order than the meter.

PRACTICAL OBSERVATIONS

Discussions on distortion soon strike a responsive nerve 
when practically minded professional recording people be­
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come involved. There can be no sanctuary in equations 
when a reasonable num ber o f professionals can hear an 
effect not predicted from  those equations and describe it 
to others. Rather than start directly w ith the abstract anal­
ysis which might discourage a practically m inded person 
from reading further, let us instead start with some o f the 
results translated into subjective terminology. Here are 
some observations an engineer can make which are con­
sistent with and derived from  the analytical approach to 
be presented. The measure of success of the analysis of 
this paper is m arked by the degree to which these ob­
servations are consonant with practical experience.

1) It is reasonable to expect that subtle distortion dif­
ferences between two or more amplifiers may be dis­
cerned when listening through a loudspeaker system 
which has a measurable distortion much higher than that 
of the amplifiers. A loudspeaker system driven at a 3-per­
cent harm onic distortion level does not automatically hide 
the sonic differences between amplifiers with distortion 
figures several places to the right o f the decimal point.

2) Subjectively a given percentage of distortion of any 
particular type may be m ore or less objectionable in a 
microphone than in the amplifier following that micro­
phone. A  laboratory standard m icrophone with excellent 
linearity may be a poor choice for recording studio use, 
even though the criterion of perform ance is realism, be­
cause the resultant reproduction through conventional 
loudspeakers may not be as realistic on a subjective basis.

3) The addition of distortion of one type to  a repro­
ducing system already corrupted by distortion of a second 
type may yield a more subjectively acceptable perform ­
ance. even if the net distortion is higher. U nder certain 
conditions there m ay exist preferred loudspeaker-am plifier 
combinations for more accurate realism of reproduction. 
Those for whom there is a  difference between the “sound" 
of different loudspeaker types and construction material 
may observe a preference in the type of loudspeaker for 
realism of reproduction of some program  material.

4) “Improving" a system of reproduction by partial 
cancellation within an amplifier o f  some distortion terms 
caused by the loudspeaker m ay result in a less acceptable 
reproduction. Steady-state frequency equalization o f a dis­
tortion in response caused by time-delayed acoustic in­
terference patterns may adversely affect instrum ental 
timbre.

5) In loudspeaker reproduction the sound image of a 
closely miked vocal will not appear to come from a posi­
tion in space a few inches from  the listener’s ear.

6) A reproducing system which measures better than 
another based on amplifier criteria may not necessarily 
sound more realistic.

These observations are the result of considering a top­
ology of signal processing and did not derive from  a 
shopping list o f subjective observations which had to be ex­
plained. The basis for this topology was presented in the 
delay-plane paper [11, [2] which contains the background 
for this m ore specialized work. While these results are 
expressible in subjective language, the steps leading to 
them, which will be described shortly, are abstract in the 
sense that, until it is all brought together in the listening 
experience, the only guidance is in m anipulation of sym­
bols. While the symbolism m ay not have subjective iden­
tification, it does have the potential for measurement.

Because this abstract m anipulation of symbols runs so 
contrary to  the very subjectiveness we are trying to under­

stand, it is now necessary to consider how we are led to 
such an approach and outline the steps to be taken in this 
paper.

GEOMETRY OF PERCEPTION

One result of the delay-plane paper was the dem onstra­
tion that it is possible to consider a geometry of representa­
tion for subjective perception of sound. That view will be 
elaborated upon for this paper. The assumption will be 
m ade that the final result of audio processing is the 
listening experience. A representational geometry will be 
assigned to each step in the processing of what will ul­
tim ately be an acoustic listening experience. Each stage 
in the processing of a signal will be considered to be a 
transform ation from  one form  to another. It all comes to­
gether in the listening experience, which is the only place 
where subjective hum an perception and a mathematical 
model must coincide.

From  the tim e an acoustic signal is picked up by a 
microphone until the time a loudspeaker recreates that 
sound, it will be assumed that whatever the signal is. it is 
not subjectively recognizable. During this time the signal 
will be considered from  the standpoint of a topology of 
processing. Three postulates will be assumed for the pur­
pose of aligning the mathem atical model with audio 
engineering. The way we will attem pt to determine the 
effect of processing defects on subjective perception will 
be to inquire how that defect m ay propagate in form 
through various stages of processing until its final pre­
sentation in a geomerical representation coinciding with 
subjective perception. The only “proof” of such an ap­
proach will be translating the final mathematical term s into 
subjective language and seeing if it makes sense.

Underlying all o f this is a fundam ental assertion. That 
assertion is that subjective awareness of order and reason­
ableness is describable by mathem atics. This does not 
mean that we solve equations in order to perceive, but 
that basic relationships in our natural environment, which 
we sensorially absorb into a “rightness” of perception, 
have analogs in mathematical symbolism. If we properly 
manipulate and interpret the m athem atical symbols, we 
can have analogs of human perception.

That viewpoint was employed in the delay-plane paper 
by insisting that subjective perception was correct and 
that if standard m athem atical models did not work, that 
was a failing of the model not o f the perception. The ap­
proach taken in that paper was to lay the present m athe­
matical model aside temporarily and start from the as­
sumption that the way people hear and describe sounds 
is the correct form . A nother quite different mathematical 
model was generated from this language of subjective 
perception. This different model required an introduction 
of what was at first glance a different branch of m athe­
matics than that o f the original model. However, a closer 
view of the new model showed that it actually embraced 
the original model as a special case. Thus the apparent 
paradox of mathem atics that is correct but does not work 
was resolved by observing that the original equations (the 
ones most of us now use) are correct but simply are not 
in the proper form for subjective identification. A sub­
stantial portion of that paper was devoted to describing 
the newer mathem atical tools and providing one way of 
expressing our original equations in a form  more in a- 
lignment with subjective perception.
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Now we want to  inquire into nonlinear as well as linear 
effects in a  way which absorbs both into a com mon de­
scription. We are now looking a t general relationships as 
they can modify the “form ” of final presentation. We are 
concerned with the forest, not the trees, and will therefore 
back away for a better perspective. No distinction will be 
made concerning what it is that is being analyzed. It 
could be pressing a disc, listening to a loudspeaker, or 
turning a knob. Processing will be considered from  the 
standpoint of taking something, doing something to it, 
and thus producing another thing.

POSTULATES

All audio processes considered in whole or part have 
something that can be identified as an input and another 
thing that can be identified as an output. These can mani­
fest themselves as sound itself, an electrical current, de­
formation of a groove wall, aggregation of magnetic par­
ticles. o r any of a variety of things. The program  content 
of input and output may be anything whatsoever—-an im­
pulse, sine wave, or a portion of Beethoven's Ninth Sym­
phony.

In the broadest sense the processing of a signal may be 
thought of as the observation that something is done to the 
input in order to produce an output. In this paper it will 
he assumed that the appropriate m athem atical representa­
tion of the input is mapped into the appropriate repre­
sentation of the output. Thus the processing is represented 
as an operator. This leads to the following postulate:

Every dynamical process may be described by a
corresponding operator. (A)

As examples of what this means, an amplifier corre­
sponds to  an operator which changes the total energy 
level without altering the coordinates of representation. 
On the other hand, a m icrophone is a com plex operator 
which may not only change the energy but alters the form 
from acoustic pressure and velocity to electrical voltage 
and current. From the standpoint of the audio engineer, 
not all operators need he identified with specific devices. 
Thus the expectation operator is used to  take the appro­
priate moment and the convolution operator specifies one 
form of scanning.

The second postulate relates to a description of input 
and output:

Each signal may be described as a figure1 in an
appropriate function space. (B)

As an example of what this means, the dynamic sound 
pressure at the location of a microphone diaphragm will 
be considered to be a figure with space coordinates re­
presenting both the direction of maximum energy flow 
and the partitioning of energy in terms of pitch, time de­
lay, and intensity. Note that each possible program is con­
sidered a separate figure. As in the delay-plane paper, 
the dimensionality of a representation will refer to the 
num ber of independent coordinates of representation and

1 The word figure is used here to designate any unified 
structure formed out of elements of the corresponding func­
tion space. The words signal and figure are used interchange­
ably because they mean the same thing in this representation­
al geometry. The subjective sound image, or illusion of sonic 
presence, is the final form of this figure when we want to 
study subjective properties.

not to the num ber of possible functional forms express­
ible in those coordinates. The reason for this is to avoid, at 
this time, considering infinite dimensional spaces. Quantum  
and inform ation theoretic analysis traditionally consider 
a signal space inhabited by points representing all pos­
sible signals and with a  dimensionality equal to the num­
ber of possible signals. In this work we depart from that 
convention in order to align the m athem atical description 
of a signal with the subjective description normally used 
by a  practical audio engineer. F or this reason we keep to 
Euclidean spaces for m uch of this w ork but reserve the 
privilege of using other spaces when this is analytically 
simple and can be tied to subjective concepts.

We are now presented with the problem of describing 
what is m eant by linear and nonlinear operators and are 
quickly faced with the dilemma that while linear analysis 
is well understood, nonlinear analysis has no such general 
agreement. We will therefore invoke traditional engineer­
ing concepts that operators such as those generating har­
monic and intermodulation distortion will be considered 
nonlinear. Devices which alter the gain in a m anner de­
pendent upon signal level will also be considered nonlinear 
because of their dependence upon program  dynamics.

In engineering terminology, the output of a nonlinear 
process consists o f a nondistorted version, which would 
have resulted had the process been linear, plus distortion 
terms. A nonlinear process will produce separable inde­
pendent replicas, one or more of which might change 
form dependent upon the energy level of the input. The 
output of a linear process thus consists of a single re­
presentation which cannot be split apart, in anything but 
a trivial m anner, into separate superimposed versions of 
the input.

In this general view of the audio process we are con­
sidering much more than a time series representation. 
Our consideration of distortion must therefore allow for 
a description of more than nonpredictive operators in­
variant with respect to the translation group in time [3], 
14-|. The concern with linearity rests in the interpretation 
of the resultant process by a listener. The question of con­
cern is, “does it sound realistic?” A major premise of this 
paper is that a more linear process leads to a more re­
alistic perform ance. The word linear is therefore used 
here in its subjective context relating to realism of per­
formance rather than in the strict mathematical sense.

The conventional m athem atical definition [5], |6] that
1) a linear operator is additive and homogeneous (o r that 
it fulfills additivity and continuity) and that 2) a nonlinear 
operator is an operator that is not linear, is not considered 
by this author to fit well with subjective concepts in audio 
due to the considerations of mapping between spaces of 
different dimensionality. An echo cham ber is an operator 
that is additive and homogeneous, yet the substantial 
change in ambiance and subjective spatial modification it 
may introduce in a “dry" program is such that we can 
consider a distortion to have been introduced.

A postulate for defining nonlinearity for the purpose 
of this paper is the following:

A linear operator is one-to-one and a nonlinear
operator is one-to-many. (C)

W hat this refers to can be understood from the simple 
example of a sine wave input. A linear operator will pro­
duce a single sine wave output at the same frequency. A
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Fig. 1. Illustration of a linear operator as an invertible 
one-to-one map. A signal in one form is changed into only 
one possible signal in another form by the operation. The 
operator is shewn as the arrow. The signal is a single entity 
shown as a point and the space of operation is shown as the 
amorphous regions.

nonlinear operator will produce m any sine wave outputs—  
the fundamental, which would have been the resultant of 
a linear operator, and harmonically related distortion pro­
ducts. O ther examples spring readily to mind. Each of the 
'‘m any" replicas of the input may be considered a valid 
"one” replica in ils own space. A linear operator is singu­
lar (in the sense of oneness) whereas a nonlinear operator 
is multiple. We are allowed to this only because we treat 
the program as a  single entity that is not composed of 
constituent parts.

There is another consideration that must be made be­
fore launching into a general analysis. If there is a second 
operator that can “undo" what a first operator does, then 
the second operator will be called the inverse of the first. 
Many types of distortion due to a nonlinear transfer char­
acteristic can be eliminated by passing the signal through 
a second device with an inverse characteristic. This is a 
very old idea in audio engineering.

MAPPING BETWEEN SPACES

The following definitions can be formulated.
1) A bounded transform ation between spaces of any 

dimensionality and which possesses a unique inverse will 
be defined as a linear operator if it is one to one in the 
sense that for every figure x  in one space there is one and 
only one possible figure y  in the other space, and if for 
any nonzero scalar a,

ax transform s to  ay

2) A bounded one-to-many invertible transform ation 
will be defined as a nonlinear operator of type I.

3) A bounded one-to-many noninvertible transform a­
tion will be defined as a nonlinear operator of type II.

The clues here are the phrases one-to-one an invert­
ible. If, as in Fig. 1, a figure x  in space 5, is uniquely 
m appable to and from any one figure y  in space S2, then 
the process is linear.

In engineering term s the figure x  might be a particular 
signal input to an amplifier. W hat is symbolized as a point 
may be a signal corresponding to an entire symphony. 
The amplification process maps the input signal to an out­
put signal. If there is only one possible output y  for every 
input x, regardless of the total energy level of x, the 
amplifier is linear. If you could always design another 
device that produced the proper x  from  the proper y, the 
process is invertible. This is signified by the mapping

Fig. 2. Illustration of a type I nonlinearity as an invertible 
on-to-many map. a. A signal in one form is changed into two 
or more signals in another form by such a nonlinearity and 
one can always find another operation capable of undoing the 
process to get back to the original form of signal, b. This 
multiplicity can be visualized as separate versions, each one 
occupying its own position in its own space, c. In certain cases 
it is possible to consider this creation of a multiplicity of 
forms as due to linear maps from appropriate partitions of the 
original signal.

arrows going both ways.
A type I, ot retrievable, nonlinearity is represented in 

Fig. 2a. A signal x  in space 5, maps to two or more sep­
arately distinguishable signals in space S2, at least one of 
which would have been the result o f a linear operation, 
and these are uniquely m appable back to  S] to become x. 
Under these circumstances we can consider the process 
as a superposition of two or m ore linear mappings to 
spaces such as S ./  and S2"  as shown in Fig. 2b. Only one 
possible input signal is allowed with this definition of non- 
linearity.

A type II nonlinearity is characterized in Fig. 3. In this 
case we have lost uniqueness if we attem pt to  recover the 
input signal.

M icrophones in a studio pick up the sound of a per­
form ance. The outputs o f the m icrophones are amplified, 
m onitored through loudspeakers and metering devices, 
processed, equalized, and then recorded. The recording 
goes through a num ber of processes and changes of form 
before a successful release as a tape or disc. A t some later 
time the recording is transferred  back to  electrical signals



Fig. 3. Illustration of a type II nonlinearity as a non- 
invertible one-to-many map. The mapping operation is such 
that there cannot be found an inverse operation capable of 
uniquely recovering the original signal.

and then to  acoustic signals to  be heard through two or 
more loudspeakers.

W hat is suggested in this paper is that you consider 
each step of processing in this fam iliar chain of events as 
represented by a functional operator. A  signal in one func­
tional form is mapped to another functional form  at each 
step. This mapping takes the signal from  a given space of 
representation and maps it either onto another space with 
a different set o f coordinates or maps it back onto other 
values in the same space. Aspects of this way of looking 
at a dynamic process are common in many branches of 
applied mathematics. All we are doing here is setting up a 
model for the processes used in audio engineering. The 
phrase audio engineering is m eaningful because every 
action capable of altering w hat is ultimately to be a  re­
presentation of a dynamic process m ay be considered an 
operator. Thus even a stamping process is an operator 
and vinyl imperfections or tem perature cycle difficulties 
can create a type II nonlinearity. The function spaces of 
representation will be assumed to be of class L'1 because 
o f practical interest in finite energy signals. Reference 
should be made to the previous paper [2] for an under­
standing of the significance of a H ilbert space representa­
tion in practical audio analysis.

The dimensionality assigned to  any function space will 
depend upon the form  in which the signal is m oni­
tored. This is not as mysterious as it may seem because 
all we are doing is modeling a physical process. If you 
m onitor through a device such as an oscilloscope, the 
space is C1. If you listen to it as though it were the 
original sound field, it is C5. If you param eterize on a de­
lay plane it is C-, etc. Furtherm ore the process of moni­
toring or analyzing, a function space is itself a linear 
operator.

All devices traditionally considered linear by audio 
engineers, such as passive equalizers and active devices 
operated in a linear mode, are represented by linear op­
erators when defined in the way we normally think of 
them. Devices we normally think of as having soft non- 
linearities. such as compressors and moderately overdriven 
amplifiers, fall into the type I category, while clipping 
amplifiers and such irretrievable nonlinearities fall into 
the type II category.

One surprising result of these definitions is that a multi- 
path medium, such as sound in a room, is a type I non- 
linearity lo r aperiodic signals. A repeating time pattern of 
sound is the analog of the repeating frequency pattern of 
simple harmonic distortion. Just as we can think of the 
direct and reverberant sound in a room as different en­

tities related by room geometry, so we can consider a non­
distorted and distorted replica of a signal as due to a 
“geom etry” of the associated dynamical processing. This 
result and similar equivalence partitions in higher di­
mensional representations may also be inferred from  the 
isom orphism of L- spaces [2],

COMBINATION RULES

A t this point some basic postulates of the gross aspects 
of audio engineering have been defined. Some combination 
rules that can be inferred from them are the following.

1) Two operations will be equivalent if they produce 
isom orphic figures in the same function space.

2) A nonlinear operation will spread the signal energy 
among the coordinates of final presentation in a m anner 
different than that of a linear operator on the same signal.

3) Two operations which yield a similar coordinate 
distribution of energy may be considered equivalent if the 
agent of perception is incapable of distinguishing the de­
tail differences of energy partitioning.

4) In com paring two operations in a resultant space of 
higher dimensionality, the operations may be ranked as 
equivalent on a basis of reduced dimensionality if the 
partitioning of energy on the reduced coordinate basis is 
congruent.

5) A com parison of two nonlinear operators to deter­
mine which is more nearly like a linear operator may not 
be valid unless the resultant spaces have the same dimen­
sionality and are then ranked on the redistribution of 
energy among the coordinates.

6) A  nonlinear process in a space of dimensionality M  
will not be equal in measure to a nonlinear process in a 
space of dimensionality N  if the basis of comparison is 
made in N  by assuming a dimensionality M  for that space.

These are, of course, highly abstract. Practical ex­
amples illustrating each of these rules are as follows.

1) The inverse square attenuation of an acoustic 
signal passing through free air will sound the same as a 
gain reduction of an electrical signal version of that 
sound when you take into account the possible changes 
in acoustic signal shape due to passage through the air.

2) This is the central result of this particular way of 
describing nonlinearity. A distortionless representation of 
a dynam ic signal will not modify the way in which the 
signal is represented among the appropriate coordinates. 
For example, the direction from which a sound appears 
to come should not be dependent upon the pitch com ­
ponents of that sound if the original sound had no such 
dependence. If one compares the result of a linear and a 
nonlinear operation on a basis of equal total energy, the 
nonlinear process must alter the coordinate representation 
of the signal. In our traditional measurements in a C l 
space, such as steady-state frequency response, this altera­
tion am ounts to a simple waveform change which may be 
difficult to judge for its subjective effect as seen on a 
spectrum analyzer. However, when we map onto a space 
more consonant with hum an subjective perception, such 
as a C5 or even a C- space, then the redistribution of 
signal energy am ong the coordinates may be apparent. 
We may then find an alteration of time delay with pitch 
or angle change with intensity which is not present in the 
linear undistorted version.

3) If, under a given set of circumstances, you cannot 
hear the difference between two reproductions, then as far
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as you are concerned they are the same.
4) If you measure a loudspeaker as though it w ere an 

amplifier, you have absorbed several coordinates of re­
presentation into a one-dimensional m easurem ent. An 
amplifier which m easures exactly the same as the loud­
speaker on every distribution of energy to within a  pro­
portionality constant, m ust sound the same as the loud­
speaker under listening conditions characterized by the 
measurement. This is because the loudspeaker and the 
amplifier have the same form  in the reduced dimension­
ality o f measurement, hence must have the same form  in 
the higher dimensionality o f listening. The fly in this oint­
m ent is the necessity to  guarantee that the appropriate 
mapping operation is perform ed in transferring from one 
dimensionality to another. It is not sufficient, for example, 
to place a single m icrophone at a space position presum ed 
to be concident with a listener’s ear and measure the 
loudspeaker as though it were an amplifier. This is not a 
proper map because the azimuth, elevation, and range spa­
tial coordinates of loudspeaker reproduction have not been 
properly specified. This is where m icrophone and loud­
speaker nonlinear measurem ents most frequently go awry.

The detailed kinetic and potential energy density dis­
tributions, both spatial and spectral, of the sound field at 
the point of measurem ent must be specified and m apped 
to a complex C1 form before a valid comparison can be 
made with an amplifier which is also measured C1. Only 
then can they be ranked. You must properly measure 
both of them the same way before you can com pare them.

Even if the amplifier has a simple transfer function non- 
linearity, the sonic effect, when heard through head­
phones or loudspeaker, will be a redistribution of spatial 
as well as spectral and temporal energy because this is a 
mapping from a C1 measurem ent to a C3 experience. 
This is not the same effect in Cr> as a pure spectral dis­
tortion, which is generally what the simple loudspeaker 
distortion test measures. As a consequence the sonic effect 
of apparently simple amplifier distortion is much more 
complicated and probably more apparent than the same 
measure of loudspeaker distortion when measured in the 
conventional manner.

The requirem ent for topological congruence or simi­
larity in energy partitioning in a reduced space can also 
offer a possible explanation for sonic effects relating to 
the apparent radial distance of a virtual sound source re­
lative to a listener. The spatial energy density partitioning 
o f a sound field due to a source is not the same in near­
field conditions as it is in far-field conditions. The analy­
tical relationship between total energy density and its 
kinetic and potential energy density partitioning was de­
rived by this author in an earlier paper [17]. This relation­
ship holds true for spatial coordinates as well as spectral 
or temporal coordinates. (It can be used, for example, to 
get the total energy density of sound in a room from  
spatial measurements of only the potential energy density 
measured by a pressure m icrophone.) W hen a vocal is 
close miked by a pressure-responsive m icrophone a map 
from C3 to Cl has taken place because the inform ation is 
now a time-dependent voltage. There is no unique C 1 in­
formation to distinguish this from a distant miked situa­
tion, except cues of spectral distribution and reverberance, 
because only potential energy density at a point in space 
has been recorded. When mapped back to C5 by loud­
speaker reproduction, the vocal will therefore never ap­
pear to come from a point in space a few inches from the

m ixer’s ear. It will instead come from  a place much closer 
to  the m onitor loudspeaker. If  the proposed combination 
rules are reasonably accurate, the close miked sound can 
be subjectively moved behind a m onitor loudspeaker by 
adding reverberation, but it cannot be substantially moved 
forward. It would appear from  consideration of the topol­
ogy of reproduction tha t three-dimensional velocity as 
well as pressure fields m ust be recorded in order for a 
completely accurate reproduction to  be possible.

Because an acoustic difference exists between the spher­
ical wavefront o f a local source and the m ore nearly plane 
wavefront of a distant source, com bination rules 1) and
4) infer that there may be a subjective difference between 
discrete loudspeaker sources and large array distributed 
sources. Concavity or convexity of distributed sources may 
also subjectively be discerned by their modification of 
acoustic cues.

5) This is why two harm onic distortion measurements 
dependent only on the m agnitude of the distortion com ­
ponent may no: sound at all alike. The m eter says they 
are the same, but the differences which m ay seem subtle 
in a one-dimensional m easurem ent can have a devastating 
effect on energy partitioning in a higher dimensional re­
presentation, such as the one we use for listening. A  little 
thought will show that cascading nonlinear operations, 
such as a distorting amplifier followed by a distorting 
loudspeaker, m ay cause a significant redistribution of co­
ordinate energy over that of either nonlinear operator 
considered separately. It is even possible that the resultant 
C~‘ representation may be more nearly accurate with such 
cascading than had either operator been more linear. 
Some amplifiers may sound better with some loudspeakers. 
Of course, this is true for any com bination o f operators, 
not just loudspeakers and amplifiers.

6) H arm onic distortion in a loudspeaker measured as 
though it were an amplifier is not the sam e thing as har­
monic distortion under listening conditions if you ignore 
the higher dimensionality of listening when you make the 
measurement.

LOCAL NONLINEARITIES

The approach to audio analysis presented here is a 
continuation of an exploratory program initiated in a pre­
vious paper and directed toward a better understanding of 
subjective concepts. The intent of this paper is to explore 
some of the broad brush aspects of audio processing in 
such a way as to have the results expressible in human 
identifiable terms. This requires considering the signal as 
a single entity not composed of identified constituent parts 
and considering the operator definable as either linear or 
nonlinear. An actual program  is a dynamic entity which 
certainly possesses a detailed description, and many pro­
cesses become nonlinear only after some defined thres­
hold in energy level has been achieved. A complete anal­
ysis of this breakdown is beyond the intent of this paper. 
However, apparent failure to consider them does not com­
promise the general conclusions which have been reached, 
as will now be considered.

The “unfolding" of a dynamic process with progres­
sion of time may mathem atically be considered from the 
standpoint of a contact transform ation. A simple intui­
tively oriented example of this was given in a previous 
paper in defining the coordinate called pitch [2], Thus 
from a subjective standpoint what is happening “now.” if
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we are listening C3, is in fact a single entity of experience 
which is constantly unfolding before us, and our memory 
of preceding values gives cohesion o f presentation. In a 
purely intuitive fashion we can consider a signal as having 
a domain of representation only large enough to  cover the 
equivalent epoch of concern. The nature of an operator 
need only then be defined on the basis of this epoch of 
concern. If, for example, a playback cartridge “shatters” 
fo r groove accelerations above a certain level, then only 
those signal com ponents processed under such conditions 
need be considered to  be under nonlinear operation in 
order to investigate the subjective effect of shatter. This 
common-sense approach is consistent with the concept of 
mapping.

MEASUREMENT CONSIDERATIONS

The practical implications of these analytical results is 
tha t it should be possible to measure audio systems for 
subjective ranking. Because we usually measure in a dif­
ferent coordinate system than the one in which we listen, 
we should be m ore careful in the interpretation of a 
measurem ent than is our present practice. A defect which 
produces a dram atic aberration o f reproduction on a 
measuring instrument may have very little subjective effect 
on  the sound we hear through tha t system. This will be 
particularly true if the defect has a counterpart in natural 
sound that could have arisen under norm al listening 
circumstance. Examples of these include narrow dips in 
frequency response sim ilar to  natural interferences of 
multiple sound paths, simple all-pass transmissions [1] 
that are partial representations of natural sound paths, 
and certain overload characteristics having a nonlinear 
characteristic similar to that o f human sound perception.

On the other hand, nonlinearities which can give rise 
to  an unnatural redistribution of coordinate energy can 
be subjectively obvious, even though the am ount o f rem ­
nant distortion is very small. An example of this is print- 
through or groove wall echo which redistributes energy in 
an unnatural way in time of perception and can subjec­
tively detract from realism at levels that defy conventional 
measurement.

When measuring audio systems in a one-dimensional 
fashion, there are certain candidate nonlinearities capable 
of causing an unnatural redistribution of position, timbre, 
and delay when we listen to a reproduction in those higher 
dimensions. In addition to the usual nonlinearities en­
gineers test for, we should carefully note

1) Slew rate limits,
2) Precise w ay in which overload occurs
3 ) Any hysteretic nonlinearity.
4) Correlations for time, frequency, or dynamic range.
Detail analysis o f such nonlinearities is beyond the in­

tent o f this paper. However, in a num ber of cases the dif­
ference between a “clean” amplifier which has a m oderate 
measured distortion and a “dirty” sounding amplifier with 
almost unmeasurable distortion by standard method, has 
been correlated with one or more such coordinate spread­
ing mechanisms.

APPARENT PARADOXES

A t the present time there are no hard and fast rules to 
guide in m aking objective measurem ents with this tech­
nique. There is, broadly speaking, a mental discipline that

one can employ to gain an appreciation for how distortion 
in a com ponent can make itself obvious in listening to a 
reproduction when that com ponent is in the system. One 
way to illustrate how to employ that discipline is to try to 
resolve apparent paradoxes between what we now measure 
and what we hear.

One such paradox concerns harmonic and intermodula- 
tion distortion. Does the geometry of processing indicate 
whether there is a difference between distortion in an 
amplifier and distortion in a loudspeaker? The answer is 
yes, there is a difference. We m easure an amplifier in the 
same coordinate basis as it functions— the single di­
mension of frequency. When we listen to a reproduction 
through that amplifier the nonlinearity which gave rise 
to the original frequency-only distortion is now allowed 
to cause a crossmodulation of space, pitch, and time cues. 
This is an entirely different deformation o f the subjective 
sound image than the distortion of spectral balance we 
measure by simply placing a microphone near the loud­
speaker.

Another paradox relates to the question, is it possible 
for some loudspeakers to sound better with certain am ­
plifiers than others? Again, the geometry of processing in­
dicates that this can happen. A perfect amplifier will allow 
the full audibility of loudspeaker distortion consisting of 
crossm odulation of spatial, spectral, and temporal co­
ordinates. A distorting amplifier, on the other hand, will 
itself crossm odulate these same coordinates prior to the 
loudspeaker. It may happen that the dual action of am ­
plifier and loudspeaker can result in a net distribution 
which is closer to realism from the standpoint o f human 
value judgem ent than that due to the loudspeaker alone. 
One way this can happen is if the resultant redistribution 
of coordinate energy happens to be close to distortion 
effects found in natural sound. Even if the net distortion 
is higher than that o f either device alone, it simply dis­
appears subjectively because we are accustomed to ignor­
ing this sound in natural acoustics.

SUMMARY

There is a very good reason why the “ear” and the 
“m eter” do not always agree concerning distortion. In the 
m ajority of cases the meter is not being used to measure 
what the ear hears.

This of course is what many people have insisted all 
along. But to this author’s knowledge no one has pre­
viously tried to raise this conclusion above the level of 
conjecture, let alone seek an analytical basis.

Starting from the premise that any effect which a 
reasonable num ber of audio professionals can indepen­
dently perceive and describe must be real, research was 
undertaken to objectively describe this, even if it meant 
abandoning mathem atics of unquestionable rigor. This is 
obviously not a popular way to proceed since it runs con­
trary to one's instincts in analysis. W hat was found [11 
was a m ethod of characterizing audio systems which 
simultaneously verified many observations of audio pro­
fessionals while recognizing the accuracy of the m athe­
matics.

In that endeavor it was possible to use analytical tech­
niques which have been well developed. In this paper our 
concern lies with w hat engineers know as distortion. U n­
like the previous paper this work must be speculative. 
This is because there are no previously established guide­
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lines when describing subjective audio, particularly when 
considering distortion. Any serious attem pt at bringing 
mathematical principles into subjective concepts is faced 
with the difficulty that there is no apparent place to  start. 
There is not even the guarantee that it is possible for any 
such analysis to be perform ed.

This paper represents an experiment in analysis. Start­
ing from the earlier derived result that there is a geome­
try of sound perception, all steps in the processing of audio 
are considered from the standpoint of a transform ation 
from one geometrical form to another. The only geometri­
cal representation which is required to be identifiable with 
subjective concepts is tha t in which a replica sound field 
is involved. In order to guide the analysis through each 
step in the processing of an audio signal, three postulates 
are assumed which tie the work to engineering. From  that 
point onward the rules of analysis deriving from such re­
presentational geometry indicate what is happening. No 
m atter how abstract the audio signal becomes in this 
process, it is only the final geometry of sound illusion 
that is of interest. The only test that can be made on such 
an experiment in analysis is whether the final form can be 
tied to subjective audio and if the predicted results actual­
ly occur. It is not fruitful in such an analysis to inquire, 
for example, what is m eant by harm onic distortion in a 
cutter. The only thing that is meaningful is to ask what 
is the effect of cutter harmonic distortion on the final 
geometrical form of the sound image.

We want to find the relations which may govern the 
"form " of dynamic representations and what kinds of 
deformations may exist. This is a highly abstract process 
as can be appreciated from  the fact that problems as un­
related to each other as an improperly shaped cutting 
stylus and a reverberant listening room are treated by the 
same method.

In o rder to  bring the analysis back to reality some 
classic paradoxes are submitted to the rules to see what 
results. The results are encouraging because the predic­
tions appear to justify the way people hear things, even if 
that is contrary to what is now measured by our present 
instruments. However, simply justifying some fam ilar ob­
servations is not sufficient to assert that such a highly 
abstract process is worthwhile. One wants to know what 
is predicted that was not known beforehand.

One significant result that appears to be new is that 
congruence ot representation (a true acoustic holograph) 
requires more information than simplistically obtained 
from single microphone intercepts, as is now our practice. 
In order that no hasty misinterpretations occur, this does 
not mean that our present methods of lateralization of a 
sound image are necessarily incomplete. They, like a wide­
screen motion picture presentation, can preserve angu­
larity very well. But, like a motion picture, the acoustic 
image may be just as devoid of total three-dimensional 
presence.

This conclusion may precipitate an instant controversy 
which unfortunately cannot yet be resolved. Be that as it 
may. the prediction is that we must record both pressure 
(a scalar) and velocity (a vector) before we can truly 
begin approaching accurate reproduction from the stand­
point o f recreating a replica sound field at a later tim e and 
a different place. If properly processed, some of this in­
formation may be calculated from a multiplicity of pres­
sure-responsive intercepts, as was shown in an earlier 
paper [7],

A nother result is the prediction that there is a class of 
distortion which has apparently not been previously identi­
fied. This distortion will tentatively be called “representa­
tion distortion” since its effect is that of modification of the 
coordinate representation of a subjective sound image. 
In nontechnical parlance it could be called “sm ear.” Re­
presentation distortion has no meaning in one-dimensional 
representations but comes about in higher dimensionality 
of listening. Both time delay distortion [8] and scale dis­
tortion [1J are types of representation distortion. Extra 
wide (acoustically) divas and wandering acoustic images 
are examples of this distortion.

Does this analysis mean we have a basis for psycho­
acoustics? Not at all. All that is being done is to set up 
some postulates relating to the most general ideas of pro­
cessing and observe what rules of analysis result from 
them. These rules are then translated into subjective 
terminology to see if parallels exist in human subjective 
perception. In this way we are attem pting to determine 
if there may be some objective way of considering the 
completely personal world of subjective sound images. 
By concerning ourselves not with the substance of the 
sound experience, but with its form or “acoustic gestalt,” 
we are not autom atically restricted to  perfect reproduc­
tion as the only standard of com parison. The most ac­
ceptable sound illusion may, for example, be the object o f 
analysis. The approach taken is to define and then adhere 
to guidelines that can be objectively manipulated and 
measured. This means we can build an instrument (or 
algorithm ) obeying these guidelines and apply test signals.

The test o f any model we might come up with is how 
well the results coincide with w hat actually happens. W hen 
dealing with subjective sound impressions we are in a 
different world than, say, describing the perform ance o f  
a mixing board. We cannot hook meters onto people and 
apply test signals. In fact, we must be aware of the sta­
tistical differences of subjectivity and inquire whether the 
majority of listeners perceive certain effects, or what role 
experience and training has in subjective impressions.

The idea that perhaps hum an perception of order and 
reasonableness is describable by mathem atics dates back 
to Boole {9], To this author at least, the same should be 
true for subjective awareness because through our senses 
we are interpreting a physical world which is itself de­
scribable. We are accordingly probing subjective audio 
with a different mathematical tool, while at the same time 
fully appreciating that the very concepts advanced, name­
ly. that alternate methods must exist, may obsolete the 
present approach. Put simply, if the methods of this paper 
do not work in every case, this is a sign of incomplete­
ness, and other techniques should be looked for.

This, after all, is what was done in the earlier paper to  
methods that have been around for over a century, and it 
is only fair that we participate in the same rules. The 
winner in all cases is the audio engineer who is presented 
with better and better tools.

REFERENCES

[1] R. C. Heyser, “The Delay Plane, Objective Analysis 
of Subjective Properties: Part 1,” J. A udio  Eng. Soc., vol. 
21, p. 690 (1973).

[2] R. C. Heyser, “The Delay Plane, Objective Analysis 
of Subjective Properties: P art 2 ,” J. Audio  Eng. Soc., vol. 
21, p. 786 (1973).

[3] N. W iener, Extrapolation. Interpolation and Smooth

TIME DELAY SPECTROMETRY 89



ing o f Stationary Time Series, (M .I.T . Press, Cambridge, 
Mass. 1966), p. 11.

[4] M. A. Gerzon, “Predistortion Techniques for Com ­
plex but Predictable Transmission Systems,” J. A udio  Eng. 
Soc.. vol. 20. p. 475 (1972).

[5] E. U. Condon and H. Odishaw, H andbook o f 
Physics. 2nd ed. (M cGraw-Hill, New York, 1967), p. 
1-84.

[6] T. L. Saaty, M odern Nonlinear Equations. (M c­
Graw-Hill. New York, 1967), p. 3.

[7] R. C. Heyser, “Determ ination of Loudspeaker 
Signal Arrival Times: P art III,” J. A udio  Eng. Soc., vol. 
19. p. 902 (1971).

[8] R. C. Heyser, “Loudspeaker Phase Characteristics 
and Time Delay D istortion: Part I ,” J. Audio  Eng. Soc., 
vol. 17, p. 30 (1969).

[9] G. Boole, A n  Investigation o f the Laws o f Thought 
on Which A re Founded the M athematical Theories o f 
Logic and Probabilities, (1854) (Dover Publ., New York, 
first American printing of the 1854 edition).

[10] R. O. Hamm , “Tubes versus Transistors— Is There 
an Audible Difference?” J. Audio  Eng. Soc., vol. 21, p. 
267 (1973).

[11] R. H. Trum bull and R. S. Mintz, “More About 
Tubes versus Transistors,” J. Audio Eng. Soc., (Forum ), 
vol. 22. p. 24, (1974).

THE AUTHOR

Richard C. Heyser received his B.S.E.E. degree from 
the University of Arizona in 1953. Awarded the AIEE 
Charles LeGeyt Fortescue Fellowship for advanced 
studies, he received his M.S.E.E. from the California 
Institute of Technology in 1954. The following two 
years were spent in post-graduate work at Cal Tech 
leading toward a doctorate. During the summer months 
of 1954 and 1955, Mr. Heyser was a research engineer 
specializing in transistor circuits with the Motorola 
Research Laboratory, Phoenix, Arizona. From 1956

until the present time he has been associated with the 
California Institute of Technology Jet Propulsion Lab­
oratory in Pasadena, California where he is a senior 
member of the JPL Technical Staff.

Mr. Heyser has presented several papers before the 
AES and is a member and Fellow of the Audio Engi­
neering Society, the Institute of Electrical and Elec­
tronic Engineers, as well as Tau Beta Pi, Pi Mu Epsi­
lon, Phi Kappa Phi, Sigma Pi Sigma, and Sigma Xi. 
He is also a member of Theta Tau.

90 TIME DELAY SPECTROMETRY



<r
I

*

CD
o
o

©z
H
Zi—<
X
X
w
a;
x

in
h -
z
L U

Z
LU
cr
ZD
CO
<
LU

O
t—i
o
ZD
<

3 :
LU
Z

LU
S
o
CO

V
CD

>
CD
O
_ l
o
z
X
u
UJ
h-

u .
o

HI
H
D
I—

>
cl
o
1-
<
CL
O
CD
<
_ l

J
<  

CL U

CL 
O  
U- 

Z  ^  
O  _J 
►1 <  
(0 u
_J
D  -  
CL <  
O  Z  
CL LU 
CL Q  

<  
H  (0 
HJ <
->  a

1AJ

X Z
t - O in

_

t - 1 - 0*
< z —

LUa M

> <«LU

1 -
z

|

z 0 co

LU 0 —

(/)
>■

UJ

a t
I / I

<

a . in 2

2
§
p;
&

H
H
M

o
0
CD

0
Z
M

35
W
H
£
M

0
£
H

0
M

P
P
<

z
4

H

o
-C

u  
3

"O 
o
k .
a
0) w

c  *
<D
V ♦-**

j q  a

wo

w a> 0)0 k .
<D

-C

(/)
C

-C
c

O

U

c
0
(/)

1 3
<D

a>
i_ 0 _C

in
k . <D • —
0 k . ~ o
u

u> 3
a«, 1 c

o> ■*“ 0
c k . J D

O k. •
~ o u _ <D O
a> a C

"O D
L—
3

3 i—
O

a 0
0 O in '

O
-C 3  

C

! l
aa> <u1- u
a  c  

D 
«• >  

j :  Tl 
1-  O

a) -C r>*
^  .3? o

LO

c Z  
0  „  
O  ^

l > 5

c
<D

>S
_Q

“O
<D
C

CQ _C >.
  a>
o  3?  'G  

*c 3 o  
o  o  co  

.1=  _ c  
no ^  O)
U J ^  c  

a) 'C  <u a) o 
-c  c  

o

4>

} .2 
. 2  > . ~Q
£ 0 = 2 E <

0)
c
O)
c

*
P  O  »  
5  T3 Z  
O =  >

<  «3
j  ® 2
> ^ -  
o  O TD 
E ~  C  

0) <N 
■/> 0  -«T 
C  c  « -

g i  Sl i . t  m  
a> c

o
c
o

TJ
<

"O  O- 
c
o  •*•
t ;  E<D O
=> o 
c r  q l

TIME DELAY SPECTROMETRY 91

C
op

yr
ig

ht
 

19
75

 
by

 
the

 
A

ud
io

 
E

ng
in

ee
rin

g 
S

oc
ie

ty



1987 Amornrat Heyser

© X  O ©
§ 5

a
K g  a> ®

>>X CO X O X CO X X 0 G 
a) <m © x  
3 <M X ►»

> ® X a
to 0 o © a
G C 0 X o ©
X © •rH X
G X 0 G
«? © X X X X ©

X 0 0 G
0 E-< G G E G X
X O 0 O X (S3
rH a 0 X ©

X © M  P M
© CM 0 a o ©

X X 0 0 G E
G © 0  X

X X X X G O
M X c 0 X
C © 0 X  X 0  X
•H X X © X p
X G Cm 0 ©
X G 0 O > 0
G © E 0 © G
0 Cm 0 0 G X ©
0 G 0 E
© © P O O G P

X X 0 a  x O 0
© G X C

G X 0 3 X X o
O
0-

G
0

E a
$

p
©

C3

E ? 0 txD
© ® ® X 0 0 C
G G C E—• X X X

a
E-

G X
o X

X X G 0
X © O P
o X X X o
p © X 0 0

X 0 © p ©
o ® G a  x
G M a 0X • Cm
a © 0 X c O X
® E Cm o 0
G X X O 0 •H CO X

X)
O G ©
. 5

i x  c

:S  §

X X
•H X ®
E X E G 0
0

5
O O X X

G X X • X P © X
X © 0 X X c a 0 G 0Cj G c rt

m
o X X 0 i—i •H O 0

X • X 0 0 0 X UQ P 0 X £ G
+J -M 0

6
T3 X P o 0 X X £ X

© c ©X o 0 o 0 > 0 o T3
a 0 > a a

•£
p G E X 0

0 E 0 £ E GX 0 0 G X rt
0 X 0 © O © X X X o > 0

CSC- G o > 0 •D 0 0 ©•rl X 0

.5
P G x  X C c X

t
G X •H

0 o 0 0 X © o © 0 i—i o
X © •rH 0 0 X 0 G © O X o X

§
0 X  X 0 © CO M 0 X X X

2E 0 X G X JC •rH X G 0 ©
X 0 X 0 0 0 X O X 0 XJ X
TO 0 0 s © p X T5 X 0
> c 0 X X X X X 0
0 O X 0 G 0 © G 0 G © Cm X 0 X

X X
&

o X © G 0 £ X O T3 © X
G X 0 X O X E c O X

J9X w 0 0 G •H 0 Cm 0 0 X E0 0 O E 0 G 0 © X
X G X X X X O TJ X 0 0 X 03
p 0 © E X © X 0 X 0 Cm rt G >
Cm X G 0 0  X X X X3 X Cm G © 03
0 0 X 0 c 0 X c •H X 0 0 O X
0 © X X © 0 0 P c G c X © 0
P G X 0 G c X 0 0 0 X 0 X z X)

© 0 E X G o o E X X •f-l rt
X X « O 0 •H a x ® X X X 'C X E
G 0 X X G X 0 0 G 0 0

X X 0 X 0 0 0 ©X 0
o G 0 c o •H X XI G X X X
Cm O p 0 0 E E •rH 0 G

X X X 0 0 0 0 0 0 E < 0 o
G X © o © X c C X O X  X 0 X
0 0 G a 0 X © ©X X X X G •
0 G © G G G

2
G 0 O 0 X

X p G 0 x X 0 0 X • M 0
X a O C

£
X XJ

2
0 G G 03 >

0 © •H 0 0 c O 0 X 0
© •v G 0 X x x : a  b* B -M x •rH X i—l X
X X 0 X X c © •H X 0 X 0 o

o X o 0 rt c 0 X E o 0 0 E > X
0 0 o C Cm G E ® 0 X. 0 o 03

£
c 0 0 G 0 X X O © 0 X G X X rt

&G © G 0 a 0 X 0 0 X 0 G X
X ® G o 0 0 c 0 0 0 0

&
o a ® c > X

E X X X TJ P 0 0 •H G © a a 0 o 0
x 0 a ® © > © X ® © X X
c G X 0 M 0 c 0 0 X 0 0 0 E o X X

« H  X  C 
X  CO ® © TJ 
G C CQ CO C 
4) 'H  *H © 
E CO H  H

(0 CTJ G

Q) X 
E  X

0 w
< 5 ^

0
G ✓O 0 v  
C 0

PH (X r t

G 0 .
0  G .

X  p  © I O X) -P i 0 E
O I CO X I: x  +5 i
C H0 0 I

-H -P Hx  o < e-  a  i

, ..  ® .. 
j U E X3 ® o x
3 -P X  

0  -P Cm 
3 © C O 

G 0 
3 © X  0 
3 X  O 03 o a  O 3 a
3 0  X  G3 x  ® p x  a  a  
j a
5 G 0  0: o x  x

go
o o 
■+-> 0  

G
-pO 0a x

-p
X X E M
0 p

O
w G 0
Cm Cm X  H  -P

G i—1 
X  0  X  X  0
® G X  I* X
> p  -P +j
0  X  X

H  G (C O Ih© -HO-p a  0 xG 0 *H 0
03 X  G
-P -P P
0  ©  T 3  <m  W
G C © ©

pt O 0B r j h

as
X

E
O

s

X  © X  X  
0  G X  X  

X  <  0  *

X  0 O P

J® 0
X  0 
-p X

©  -
X  
-p

0  0  X
© G ® © 

0  © G 
o  X  r t ® x  x  a > 

©  0  
X  G © CO

S «  o
-p = 0

CM •
© G C  © 
£  O M  P  

Cm  O 
0  X
0 CO c  

X  C • ©

8 *n  c  E
+5 Cm ©

X  0  G G 
® © <P 

G X  ©
O X  © 

©  X  
E  G P 
0  © O C 

-P  >» © 
0  © 0

& *  g  >
C *P ©

O O X  X
-H  *H G p>
HD X  O 
P  G P  Cm  
©  O »  O 

X  X
g ® t> © 
© X  X  x  © C
X  X  -H0 © -P o © x  . a  
-p x  go ©
© G V i 0  

0  COX

x  p x  c1  o © 0
* 2  2 
O X

e  2%

Cm ©o X
C rH 
O rH 
X  X  
X  *

£ ®

c © 
O G 
0

0
X  ©

^ • 5

g - 5
G rH 
Cm © 

Gx  a  
®> © 

X  X  
G X  
©

X  C*-«o©
G ©

£ E > o  ©
X
0  X  
X  c

*8 5
X  X

t  & 
0 0 
0  G 
©  © 
x  a
© 04

X  o

0 *o 0 G X X G X rH ;> 0
rt 0

>
0
0

E
0

0 a rt
-M

o 0
J* s

0
X X

©
C o

© *o
X

© © c ■M X o c 0 rt to X © X 0 c X o o
E X 0 X X 0 •D 0 CO 0 c G o X P 0 E c 0D o
rt X3 >> CO E O X rt a x O 0 o X ■ o x E -M
0 X c 0 X © O X E 0 c © a X X ■H X O X ©

© rt X E a to 0 HD 0 a rt X  E E > o 0 X 0 X G
© X E o p P x  x 0 X) HD E 0 G c P

X X 0 G X Cm rt X rt o E O 0 x O X 0 X
£

0 © 0 0 •*—*
X G X •c o o C3 o X X

£
X G 0 0 X

6
O 0 C X 0 0

— 0 Cm p X o a ■M X 0 G
&

« X Cm •• c 0
£00 0 © Jx: o c X

s
CO X 0 0 O X 0 0 0 X 0 G

G 0 C rt c o 0 c 0 0 >  E 0 0 X E G X rt E a
rt X X o

2
X X G X X X X 0 X X G o G G p 0 P 0 0

X) M 0 X rt X ® -M a 0 X P G 0 0 rt •rH a o X o X G G
X C > X o © X p o X  x ® "O ® X X 0 X o P P £

rt: o 0 rt >> to 0 0 ■M X HC c X 0 X P G X rt
£

c 0 O 0
X) X X o G X o rt o X > > © X rt rt rt CO to rt G
o c o a  x X C3 X 0 X G X X 0  rt 0 X c X c T3 ® Cm
X 0 X

&
a rt a  x a 0 o CO £  £ * 0 0 ® © 0 o X E o 0

X) X3 0 © 0 G 0 0 K 0 0 a 5 X X > 0 X x  *o X
0 X P X 0 O X 0 G c ^  X 0 X X c

2
0 Cm «M X X X

x> o rt X p o X X X o X o
&

0 G © o a C X X
o X X 0 c o O X 0 G c Cm E O o 0 0 rt

E r X o 0 0
J8

>> 5 a -M
s

X  . > o ® 0 X G
i?

G •M 0 E Cm
X X 0 0 0 X X X o rt CO G * X a 0 X 0 o

0 rt X > 0 X G X 0 CO 0 P p a 0 0 p G 0
X 0 0 0 c o C3 E X 0 0 •a c 0 0 rt © G 0 0 a x 0
X 0 o X X 0 G G X O « X X © 0 X  X X 0 rt C © x> 0 ■M 0

g
X X 0 X E 0 a * c o 0 X E G ■M X X 0 0 X 0 HD G G G X
X 0 rt 0 X p G 0 X •rH •rH E X X C 0 X P X

0 c X X G X 0 rt G 0 c COX JX 0  rt G a X © X rt X O
5

rt
C 5 G P 0 X © > o 0 c CC o 0 0 0 X X

2
E

0
•8

O 0
£

X c rt X 0 X 0 ® a x 0 0 0 G © G Cm 0
CO

£ 'g
© o 0 X X * G X a 0 0 X O o  . 0 © 0 o X

o o 0 0 -M 0 X P 0
“  g

HD X X 0 P P-
0 CO CO o E 0 0 © p 0 0 *0 X 0  CO X X 0 rc

X a X o G « X > o X rt X p E to x  p X c 0 0 E

g
X 0 X

2
O X C3 0 o O E X c Cm X X 0 X X X

&
0 G 0 © ® CO rt CO E *0 I—H G G X X O X G rt 0 0 X 0 ©

E ? rt G c X 0 c c
a

X Cm  f l rt G X  X 0 0 G 2 X
0 p rt o a 0 o *o a © o 0 X P X CO rt a © G *D P E 0 ■M
G 0

&
X r G X ? X G •D p X > to o : G 0 p p © * a 0 X 0 rt

P
8

G X X 0 ■M p X « G Cm X
■5*=

© rt o O 0 a 0 * 0  X > Cm
0 rt

e i !
•X 0 0 X o 3 X > 0 G » 0 G o

£
X O

a C3 'C. C
•§

0 X 0 T3 Cm X  x E 0  X X
■E

X « X
& 0 X X cT rt 0 0 0 c o 0  X Cm E X  0 a

&
X E X 0

E rt E rt X CO
§

o CO 3 c  as o Cm O
HD *E £

O rt © 0
T-l 0

g
X G SB X 0 o c O 0 ?  X 0 JK cs

O Cm 'X G > X3 o a E 0 > 0 o E © C O
g

X X X X o 0
X 0 O X © X X X 0  > > » X 3  * 0 0 a o

*D rt Cm G CO Cm X o TD TJ G r—1Cm 0 X X
s

rt o o X X X 0 X X
P X O 0

5
a x C

5
E rt X X rt X  X X X 0  0 X

5
X X 0 rt

a) X ® *o a O o 0 X X C 0 X X X 0 5 X X G X
X X X o C3 p E 0 X o X O >H X 0 Cm  X p to  X

i
0 0

Cm 0 0 *o o o 0 rt XJ G c 0 0 G rt E 0 O o
a

x> o •c 0
O o 0 ® o X •o X 0 0 3 G K Cm a O G 1 X *

§
0 X G a

E X X G c cc X X X © c P 0 0 a 0 0 G > 0 X
2

0
0 t—i X 0 rt 0 0 a CO o ® ^  • 0 X O C 0 to X o X G

i
rt 0 G X • t X « X

s
0 rt 0 0 E X  o G X > Cm

1  s
rt

X O rt > 0 c X X X 0 P > G 0 X P 0  X a a
X 0 X 0 o

g
X X X 0 o o p E O 0 X C P 0

fe
0 T> a 0

X) © X c o
g

X 0  X  XC X c X  p © X 0 0 a c o x
0

1 ■8
•D X 0 0 G X c c G X *D

S
«  rt 0 0 X  X Cm 0 G a c

X SI X rt X o rt o 0 X
g

o  0 0 X X X  r—i c X HD X •rH
G r> 0 E X © G rt X X X X x  a > X X X X X C p © JC 0

0 X X 0 G O 0 o 0
g

c X G 0
2

r—H
g

X
g

o rt 0
0

E
X c p i P rt

g
2 0  *o

■8
X «  X X

g
x •X

o X X 0 0 X P X 0 E X  p

X
Z 2
Cm X

rt X 0

S

to HD
X
X

P
0

oc s £ X
X J

X
X «

0
X £ X

®
a  o
0  X

0
>

0
C

X
X

0
0 «

X
CO£ X

O

92 TIME DELAY SPECTROMETRY



g0

J
G I

I '

0  G -E-  0)
E O CO -m
o  G G O
0 rt 0 0  G
bL G G  • X  <D

' C ^  N ® •H

•H V 4)2 O
G O b G  *H
G G  C
O O G C O

i 0  c  cd 
: x  a) *h

C ri
o x

G 0)o «
G G

*H O C +-/ 
O
E •*

G G
o c 
O 0  tO 

H  CO G 
CO x  

<D X  ri

3 a &  
G a 
0) G

■ S t  g
0) G

to w co c to 
0  g  x

pH +- 
bC CD 
C £ X 
•H C 
C H  fl) 
rt0  0  G 

e
G bD *0
CO G  G 
O Cm cu 
E Gri G 0) 
n) t I bC

to to

o a, (1) 0) X 
•H X  X  X  G
C G -H O
O X  O 10 
E Q> G G  
G* G CO G  O
rt G  £  O 

X  10 -m O 0)
<D t-

cm x  o o rt
0  10 *H G0 G G

c £ h  p o
1
0 -M -M

P X  f* 
to 0 
<0 g  G
CD 10 C 
E P 0

T-5 G 
pH X) 0)
G 03 x
Cm O
b£ to O
G G

o x
G G

2 fi* x  cd03

G X

G  V, 
G O 
CD
E G
CD CCg x  
G 3  •
to CD •

8 I
E to • 

CD to
-G nJ ■
E-*

to
CDE
O

• 0)
C G
O G  •H to

.. O fl) 
•H G >C 
G X  G 0) O 
G G C
o a  ®
CO CD CD 
G G £ 
cO -G £  g  to
o  o  x

p
to

C G „
co o ri
CD -m X
E ci) ( i

to to to £  "
G C X  G £
O CD cO O
E  bD E «M c

o
f l i^ 'D  CO to C tori
to O (8 tto
^  pH , C f t  
CO G  G  ri 
E CD cti to E

to G to
G rt bD O 0
rt X  G  G X
o a  w o +j

to
-G a  
G -H 

; fl) c  
• E o
I <D E 
■ O G 
> CO rt 
1 rH X
i cd

G  W X  
•H O 

CO X? cO 
0)

to CD 
CO to G 

r i O 
X  X  Cm0 a
G to 
O -G G -r G to 
G  0  Cm 
C G G 
o  a) -h
E Cm  X

X  G g  
rH fl) G 
P Cm 0 
O Cm r i  
X  P CO 
CO to >

CD
G

•§

CO CD Cm
0) X  o 
P -G

JS
CO G

0cO - 0) 
C X  x  

.* O 0
O -G to 
G O rH
X  t )  Q, C 

C E O
0  cO *H

b> G O 
C G 0  C 
0  G  0

x : jo x
G C X

a) Q) -h
G
2 ?

to to p
cd o  cr■rl iH to 
& O CD
a  e  x

•H G  0  G
- 3

g s
O X

G  <5 m a x
b>1

c  fl) -H 
O X  
E G G

-M 0 •
o rH
p G rH
G •H 0
G *
TOX

G TO
rH
ri S

ri

G 0
O 0 TO
G bOri

X
rH
COX

( X

G o Cm
O O

£9
cO
G < 
fl) 

X

H 5CD

• fl)
rH > 
CD CD 
>  rH 0-H 0 

>
r e
X  X  

G
! Cm  G
I O £

, o  c  P  
G G  c0 •+- 
0  G  O
X  G TO p 
G O rt G 
O G X  GTO TO
0  G
X  X  rH -m 
G C CO 

G O X  *H 
“  G X

0 o >y TO
0 a 0 •rl
TO *r-5•rl
P G X TOrH
ri O P C CO
o c TO 0 C
0 G b£
X TO0 C •rl

0 X •H TO
G o G
P X 0 0
X C X X

0 •ri c—G
0 o
X ri C tito
P a. 3 G
G CO 0 • O

•H G 
G O « ri z

o

*0 G c E ri X

3
0
O X

G
0
X C

G
G

0
a s

0
CS)
G TO

E
bO

s
c X C -t~ S G G G X rH CD G G

G 0 o TOri o o O ri 0 G o G O 0 *rl &G TO G G G G X CDG b 3 bO a X o G G G 0
E 0 G 0 X ril O 0 G TO TOG TO TO O G G ri •rHX Cm O E
TOG p Cm £ G E 0 X TO ri 0 G bL P G G c G G G JjS G G 0 G C 0
c CDCD 0 0 Cl ri 0 > G TO o TO X X O O X G TO 0 0 COrH rH i—1 G G G X
CO 0 DD o| G G ri ri G ri TO •H C G —i P 0 X G ri CDb£ 0 P c
G G P b£ TO 0 TO!* E CD G 0 •rH G G rH TO 0 G ri G P E 0 G b> TOri
G o TO O

£
G • C G G G OX ri G TOCm £5G 0 ri X C'-NTO cr ri G ri a)

G •H G ri C H 0 TO 0 o £ 0 ri G G rH b 2 0 o 3 3 X 0 E-* bC
0

G 0
0

P- E 0 G
0 o 0

£
O E G G bO c Cm 5 b 0 ri E o G G rH

0 0
a

0
E Cm

X Cm x 0 c O 0 G •rH 1—1 CD X 0 0 X c to r l o G i—1 X ri 0
G G b G TOCm CDG 0 ce to **: X tX 0 X G o X 0 —

5
C P ■H G o bD bCri i—l

X
§ E

TO o P f> X G 0 G ri a •H G G G —1G •H bO COG 2 G ri
X 0 TO 0 0 bC ri G G O X ri CDG TO X G G

&
3 X •H G

0
G E •rH E TOCm

00 G 0 • 0 U G G H > ri £ X ri 0 X M ri C X 0
0

Cm O G •rH G •H o
p TO•H rH 0 G o C bCM Cm c G G E b 0 bL P Cm o ri G bO Cm G G
O 0 rH ri G G 0 c 0 O •H 0 ri ri G X p O G 0 a K 0 G G G G 0 X X O X TOG
G G CDc G 0 (X G •H c c bD G E G o £ bOG o X G p 0 G 3 ri 0 O X X rH G G s G G
X •H bJDTO X G TO H *H

t i
C X o

k
TO CD 0

CM
X X 0 O P X P

G 0 G G G TO•rH TO P G CO o TOG TOCm G TO—I H o CDG
0 0

O O o O
X G TO •rH CO IX CDO Cm N G O G OJ 0 X ri 10 a. G 0 ri to P TO E

X TOCm X 0 0 CO 
IS)

G G P G TO TO G G •r TO •H X G TO G X
0

Cm ri
0 o cr G 0 o G X O | P 0 X O, G <0 G 0 X 0 TOC 0) 0 rH o

2
TO0 ri 0 •rt

0Cm G TOG G G 1*H •>O X TOG O c P TO 0 G 0 •H a b • G G ri bC o
0

X G X
G 0 0 o C rH G £—’ P X bp 0 a ri X P G 0 0 — G G X bD E->G b

TO ID
a

G 0 E G G 1O X 0 O b -MX o bCG G X in O rH C 2 0
r i TO M ri •H

•rHG X o D 0 0 TO 0 TOri P CD G •H O O C G P- G X G G G
0

X G
G 0 G to G • G E G N ri 0 0 X * o •H Cm •H ri c •rt G ri G X 0 X rH O G ri

0 G X O G ri b* P •H X X CO 0 TO 3
t

* 0 Cm o G b£ O E-1 G X i—i
b ri G G Cm Cm G 0 1) TO bLG TOa  g « X 0 -t- P TOCm 0 -C • p O bs bD G X TO0
ri x o o O G G G G G TO G 10 O O O 0 0 X G E E rH G C o i—I CO G
£ G TOCm ri G G TO Cm oo rH ri •H 0 0 TO G 0 o X o G 0 •rH G PHG 0 rH 0

TOo 0 G E •rH TOH G O O TOG G G >* TOX ri H- G G ri X Cm G G 0
0 G 0 G O G Cm V, O G On • b X ri ri G c-

fc
i—i a TO TOh X c G Cm 3 CDO X

G
a

y 0 ri G X G IC O C CD TO 0
5

ri 0 G G G X CDG 0 o bs G
0 G G 0 0 TO TOG

•H o G G G o bOTO IO G ri G o to X G 0 CD •o £ G CD to P tuD • E
0

ri
TOG G ri •H G c 0 H G 0 0 X p CD b. ri G TO TO rH TO

0
b o i—I O i—1 0

p CDb0 U C CD G G |M O X G Ck G TOr—| 0 G •rl • o 0 G O TO
fc

0 10 G G r i G E
0 O P ri •H CD -X CO *rHfc—p o G >H 0 G r—i C TO E X TO G XX 0 E ri TO b t-1 0 G

0
0

rH G TOi—i Cm ri u X P G 0 a G X CO•H G O E G •H ri T G o G G Cm 0 E 0) G
b£ 0 G G p 0 ri G G ri TOG X rt C •H G 0 0 TOE G Cl 0 TO G O G rH rH o X TO
c X 0 O bDX 0 G O 0 G G c G c 0 G

fc
G CD G •H G

0
G 0 TO o 0 E ri fc—b>

G G V c G G TOE C C (0 G ri bd CDto 0 G O TO * G TO E E 0 G o 0 b
0

rH TO
TO 0 ri ri CD G P 0 G ri 0 P o •H G X 0 o © G O IT o 0 bOO O b 0 XX

X X x E 0
G

O G E TOG E E X X o G 0 -M G TO TO G IT rH G G G •H l—1 O X X O
ri G o 0 0 G P P 0 X c TOO C O O G 0 G 0 0 Cm O TO b>±3 2

G O 0
ri o i—1X o TOb> 01TO G G ri b> 0 c ri o 0 X CD rH 0 O b O G TO

c
O

P £ 'U 5 X£ G
G CD Cm X X C -M P X X ri 1— TO G i—1X G G 2 0 G •H rH E •H X G CJ 0
TO b  id E <£ o G| H COG cr G G ri TO« G G G G X ri 0 i—1 G

0
0 O ri G

0 rH o cn G c 0 i 0 to •H $ P O G O o X b 0 G G G •H 0 Cm G X TO
G X o o 0 rH 0 CD) 0 G X G X G ri TOO O *< E-t TOCm O 0 G H o O X G O TOCm P

0 riE G G ri 1C G p ri O 0 TO G 0 O G G t-5 CDr-. 1 E G ri i—I CD TOcO G O
G cd 0 ri a 0 El r-t 0 3 o E Cm G bJj O COC X TOX O T o bOri TOG 0 Cm o X b
TO cn T) _C G o 0 X G Cm ri ri X ri 0 0

£
G P G 3 G G

0
G

0 £ G O G G o G
G CO0 G •H G G o CDE c TO 0 G G 3j G •* 4 bCX X TO G G 0 G 0 O G G E O
•H E 0 ri G E 0 o o 0 a r—1 ri G C G G CO rH G G X X Cm X E C TO G 3
Cm G •rH 0 X • G G St G bl CD o ri G w ri 0 G C ri -r rH O G G

0
G 0 •H b- O

0
o i—1

TO TOrH X bOTO 0 TO 
G

TO TO ri ri b Cm G b£ b, G O G C ri CD G ri G G 0
(O 03 •H G 0 ri X G G

fc
G G o • TOG 0 TOTOG ■HX G

0
X X C X TO bD G

G G E 0 •H ri 0 o 0 G o 0 CM G G rH 0 G G Cm c o G O G O
0

•rH G G G
riX E-i G ri b* TOTO bOG X G b O G X TO G O bC X 0 bi co G

£
ri G X 0 G •H •H ‘d X CO ri

G o bOH 0 p P G CD P 0 b G G 0 G G b G G O G b X G G
PQ

3 X
O

G 0 X
•rH ri cd a G X X 0 X G G 0 0 (0 0 0 G •H X G G 0 3 O •rH a o

G 0 G 0 ba TO X C 0 C bO0 tr, 0 B X X TOG G 0 G G 0 0 Cm rH TOX c
0

G O CD
0M > G rH 0 X X X TO0 G Cm G c G G G bCE- G A> <0 0 TOG b b PH

0
G G o •ri G G ri

G o ri rH iH 0 H TO TO•H 0 o G X 0 G 0 O X G •rl O CD rH ri G O E G
0 G G CDP i—1 0 0 a. X C O b G CD Cm E G b CDG G O bC O b 0

0
bDO E r i -M O

C) to bOE o G x O i 0 O O G rH E o G E CDTOG u •H bsG G Cm G

2
C O

0 G 
G X

•H
TO

O
o

X
TO

G
* g

G
(X

o
o

0 X 
Cm G ri

G
X

•H
tM

O C • 
U G CD. £

O
o

0
G

G
X ■g

0
X ri

G
X §

Cm
0

X O
Cm

G
•H

0
X fc

ri
Cm

Cm

O

TIME DELAY SPECTROMETRY 93

ri
ph

t 
ch

an
ne

l 
si

gn
al

 
is 

ab
ou

t 
eq

ua
lly

 
no

ti
fi

ed
 

by 
in

cr
ea

se
 

in 
in

te
n

si
ty

, 
co

nt
in

uo
us

 
m

ea
su

re
m

en
t 

sh
ou

ld
 

be 
ob

se
rv

ed
. 

If 
th

e 
po

in
t, 

m
ig

ra
te

s 
bu

t 
th

e 
ab

so
lu

te
 

am
ou

nt
 

is 
di

m
in

is
he

d.



5
•H 0

0
XX

X; 0
E 1 0 X P 4- q

5 £3 •H 0 • 0 o c X p0 r" CD O 0 •
0 P c o 0 rH 0 *H X 0 0 •H

p CD X X X P
0

P rH 0 •H rH p
3

rH 0 0 P G X p 0 •rH rH— Q) c P 0 P p 0 P X •H • 0 rH q r-* X •H X 0 0 ex 0 > X O rH X
X > 0 X cO •H

2
X p 0 0 C 0 p •H 0 0 +-' E •H 0 E E 0 Eh C ex 0 E

0
CD rH X X X X p G © P P E •H •H ex O 0 •H 0 X E *H 0 0 0
CD

CX c o o *H 0 o 0 b£ 0 q P P. E PG 'C X 0 P 0 0 C 4-> o •H0 0) CD X X CO X C P rH O
ST

p 0 C o 0 E IH 0 0 0 q 0 •H 0 rH (X GcmP K .G X CO COp O P i—1p •H q 0 P 0 X P O rH 0 0 q X 3 E c 00 r-i CDE-> +i 0 0 St E 0 bD 0 *d C •H > X X P P 0 4- o P r—1 C c •H 0 t-’ i—i 0 E •H oX 0 fH •H 1* E 0 I—1 G •H 3 •H 0 p 0 o 0 0 X 0 p W 0 0 0 P © 0 f—1 cr •H 0rH > ex CO X E COCX -H P E rH X q <MX P 0 P 0 E O E •H 0
i

E O P •rHO E •H -H P p 0 •H a  ̂ 0 P 0 P 0 q X •H c 0 •H 0 0 3 0 P
> o CD r l St P 0 a CX rH 0 C 0 E X 0 E rH 0 Cm t>>X C •TO rH 4- X P

CD o c G G •H 0 X P q P 0 i—1 P © o q P 0 •H X G 4- •H «Q C 0 0 P 0 rH
X  c o o CO X P c COo CO x 0 0 bD P •H X 0 q P 0 G •H 0 r-t q p C cO 0 t>- P o q
cC

CD
CD•H •H fH CO0 cO CO•H 0 rH P X q 0 P •H 0 P 1—i X 0 0 0 0 o hD rH r—i 0 c Pi 0

3 X 4- X ex ex x CO0 P 0 0 0 p O p 0 E x to P p 0 0
2

0 •rt 0 0 C •rH 0 0 0
X CO CO COo P E O X 0 •H P P X o bD 0 X P q 0 0 0 •H 0 0 X > O 3 c P

CO4- x f-H a o G P o P 0 0 0 0 X 0 o 0 4—' X X p q 0•H X c c CO X COX p 0 q rH 0 0. •H p o 0 • 0 o 0 0 fH P 0 0 c o P p 0
X o CD CD CD c p p P o to 0 0 X 0 0 m 0 0 © © X rH 0 •H q 0 P 0 E 0 •H 0 p X+- X a COCO•H c o COp P p P 0 q c E C 1—1X 0 0 ex E E E P p 0 0 •rH 0 X 0 £—■

a CD CD bD 0 c CO 0 CX CO0 0 0 P
£

© o •H O 0 •H •H O > 0 q © 0 0 0 0 4̂ P 1—1 0 p oc X COP P •H •H 0 rH o X 0 u p a P 0 P 0 rH P P •H X P X 0 X- 1—1 a C 0 GH-i CD E CX fP P COCOCOP P 0 p E 0 rH 0
0

q X fH -t- P q p ex C 0 0 0 P •rH p 3 0 •H 00) CDO G •H 0 CO q c 0 0 p X P © 0 0 •H P X P o 0 q •H 0 X o £ P. X P p
a £ P P

CD —1
•H 0 0 bD0 •H 0 q « E X E E 0 0 0 rH 0 0 ex x p G Pi c P p rH crX o

CD
P aC P •H o p O X 0 •H O •H 0 4-̂ a bD0 c O ©4- 0 o 0 ©• a c CD X p cfl P

COq CO p P p X. 0 rH P E •*> rH 0 X 0 0 C G GX •H c 0 E P fX, C p
CO p -P C 0 •H COo G 0 0 o r—I 0 rH 0 0 G 0 •H 0 o p p o rH 0 *H 0 bD PiCO COCD CD 0 bD G *rt o p X P 0 0 X q X

S  &
0 q a q Pi 0 bD E 0 •H 0 •H P 0 P X ><; •H

<D CO*0 P P X X H 0 X 0 •H 0 p 3 0 P 0 0 q P o k o O o' X 0 0 3 q P a 4-J 0 0 p,
O CDX O O o CO O P PC•H o X 0 5S X 0 o p © 0 G P 0 r>; rH 0 E O 0 rH oo bD COCO

0
P •H CO0 3 x X X cr •H 4—O r 0 0 q X 0 G•H 0 -H G X Xp p *H •H o cO q O 0 0 0 0 p 0 P 0 q X 0 © >. X q 0 O 0 P © > q X O E 0 Gex o x X

5
p H 0 o f>X ex q > >s S3 P 0 0 0 X CCX X G cr x 0 X 0 4-> 0 Cm 0

•5
•H o N o

CD
CO 5S CX *H o CO o 0 0 $ 3 f*. 0 P 0 0 P © G p 0 0 q P o •H •rlO COp CO P CO COrH o X •H •H X E o 0 X •H P 0 0 O p 0 rH G c p 0 0 X pX > CD o •H rH cO 0 •H $ p p P p X X 0 rH o p 0 0 Cm 0 G 0 0 0 o p E C 0 O oo

CD
x CO CO X > > O COo 0 0 0 P 0 •H 0 a o X 0 O X P •H o q X X G

CD
O o CO f> o

5
q *H rH P O p X N fc>.x

5
a q • p̂ P; 0 3 P P X P 0 X 0 p p 0 qX p O 0 O 0 CO

&
•H •H G 0 •H rH ■H 0 o ^--V 0 O X X 0 X o o 0 E P,

E
CD

ex et c p P P P O O P 0 P p X v •H _X p 0 -MG 0 E 0 q rH p 0 •H bDc X
q cx-h CD COCO^ x E 0 X > 0 E 0 O P: P 0 0 •H 0 P o 0 0 G E P C 0 c 0COP rH CO c q 0 cOfH p 0 c 0 q 0 a 0 Oi—i i—i 0 X X 0 bD P q p i—I P X •r *H X 0CD <0 <0 i—i c E P p G P P 0 P o p •< G •H 0 >. G f—1 CrH rH 0 CmrH E P rH p E—• 0P C P COcO CO X o 0 0 X 0 2 •H •H cr 0 P •H 0 O 0 •H 0 q 0 0 P o 0 X X 0x o CD C E P £->X o q E X o G P 0 P X X ©P 0 rH G 0 P P > cr 0 ^  3 O 0 ex 0 p* bD 0O o •H X bD

CD
0 c 0 5

o P
5

G 0 P q X 0 ex 0 0 0 q •H 0 E rH Cm o 0 X
0

•H P P•P *H X •H r—I cO E 0 0 0 O 0 0 0 0 0 q a q E 0 0 0 P P P P P p 0 P 0 0 c
X

X O COE q o
0

P E P P a © 0 0 cr •H P 0 P G 0 0 3 P 3 bD03 X c cO ? 0 o q X X P 0
0

0 0 X 0 0 p E © E rH X 0 0 0 0 0 X a 0 0 C 0 'Lf\ ECD X cO CD CO o p > 0 O 0 X X •H 0 0 rH Gp p 0 fH E E X 0 0 4—> •r P 0 0COX CO X c CO ^ x  P o 0 X 0 P 3 0 E o P P •H X E—1 G •H 0 o 0 0 •H Po CD O -P CD 0 3 X 0 rH C o 0 P 0 q > 0 E P C O Cm P 0 a X X rH bD X qfH -P COp X p p • o o P p 0 G X q 0 o P •H 0 X p *>: 0 ex *h 0 C 0 p q G P wO 0 •rl c CO 0 0 *H q q 0 •H P o 0 0 0 0 o o 0 3 0 0 o 0 G 0 p ex 0 p o •H 0P X •H o 0 p c > X 0 0 0 0 *H P 0 © P > p. •H © X X 0 • 0 bD
3

© p q 0 p •H P 0
X CDE- c p 0 •H 0 3 to P a> 0 P P P E P P •H o P p bD PhP — P •H X 0 cr bD O P O EfH c

f r
•H X CO3 0 cr o o O o 0 P •H 0 0 c C 0 p. P 0 P x © p P 0 Pi

•H CD COc c P 0 •H P k P 0 0 0 X a 0 •H p 0
s

o 0 X 0 o 0 p 0 0 X 0
S i bD X o X •H p —1 0 •H ex P o p 0 rH q © •H 0 0 X a 0 c 0 0 X P Pi •r X e x

■ g
00

CD
G CD X cO q p > 0 o rH 0 q X P •r-5 P 0 G q P •H 0 P q 0 X c © 0 0

2X x COo N E-* E C •H P 0 X c < 0 C\J P 0 X •H bD0 X •H E p X © p E 1—i X 0 — p 0 cO G
S P g CDr*s 0 •H CO 0 x 0 P p 0 © © q a 0 a o Cm P o G E q ©•H p 0 0 X •ri X
CD o3 O X •n rH P bD q p •H 0 o 0 p 0 0 0 P © P 0 X o o CT Cm P 0 c 0 X 0
E O cO cO CO•H 0 q c 0 a © 3 0 0 X a 0 P p 0 o 0 p 0 0 bD rH o P X
O — CDX P c

&
P X ^  p G G p © X o o X > c 0 X 0 q 0 p p •H Cm 0 0 •r 0 ir q X GE COo X CO O P E X H •H P* a p p X p p 0 •H p P X 0 0 = p X O X q 0 0 X 0 o 0

0 0 G
0

0
0 X G o CD 0 X 0 0 0 0

X o •H 0 0 X G 0 X X X 0 X X C rH
c 0 c •0 0 O X <J bD X O -t—X 0 G 0 •H 0 0 Eh O q
0 E o P C > X X 0 X 0 p 0 •H 0 0 0 C

X
X ex

£ o o •ri o Pf (0 0 X r—1
£

0 P 0 X X p 0 0 •H X X
0o t; c 0 0 O u X o 0 G •H 0 0 3 4J

ir-
0 0 bD X X E Cm 0 0 0

E 0 o 0 o X
0 X a X X X P> o 0 0 G G

X
X G

,£> c X 0 0 cO 0 X O X 0 0 G bD 0 C X 0 O 0 •H 0 X 0 •H
© •rH 0 E E u q X E 0 CX •rHX C X 0 G 0 X G X 0 •H 0 c p 0
X o "c o P c •H 0 >> P 0 •H c 0 0 •rH E •ri q 0 O P X G 0 X bD

CCX X o o 0 0 X p 0 q < P P G q X a p O X -X 0
0

0 0
0 c q X 0 X cd X 0 x c X c P 0 O p 0 0 r*̂ E 0 X 0

0
a

0c~ 0 r—I G X 0 p 0 0 G G 0 0 o o 0 0 > X P p bDO X 0 0
0 X 0

(rt TO o o X 0 P X X O 0 X 0 X •ri E 0 0 0 0 CXP O P h X P
X G X ->E—■a X G •H X\ •H E 4_. ■ 0 0 0 q 0 ev G 0

0
O X d

bD
c

&
0

0 X cO X •r-i X (J O E cr 0 X •H X p C 0 X 0 X
04-> 0 4_i 0 0 0 «M 0 0 a 0 G X 0 G C O G

0
0 0 > c P X •H X ■<

•ri a 0 X X •H X •rl X > 0 0 P X P X X c 0 HH bD
0

X X 0
G x 0 q • X 0 q cO • 0 X 0 > 0 0 bD 0 X c c 0 3 0

X
0 X

0 o t . X P 0 X 3T C 0 o 0 X > E 0 •H bD
0

q X X O
P •H 0 0 o X 3 cO 0 •H Cm O 3 c > P <c 0 X 0 0 0 G rH O 0 0
0 X f-i 0 o X o X Cm O X o o X G a C p 0 G X G p G •H 0 X 0 X •H
P 5 X 0 >%x X -X X X o X •H P •ri O 0 0 0 •rHrH > X p 0 ex 3
c*_ •H c X p X -q c 0 X 0 0 O 0 > P X 0 > 0 0 O 0 bD q 0
•fHX o 0 0 0 0 c •H G X O X 0 O 0 0 0 G K X 0

0 0X G c 0 c C c •H 0 0 3 q K >. • 0 G 0 0 q > bD 0 0 0 X
0 P 0 0 X cOX G O X 0 X X X O 0 X 0 a •rl G X •H r*- rH p rH P X

c o p> o q bD E 0 X 5 E o X p 0 0 >. •H • I-. 0 0 G 0 4- bo 0 X 0 P
0

ex•ri X O 0 x
o 0 0 o bD 0 P P X o 0 E Cl 0 X X 0 X 0 q 0 E O 1—1 >

*lH 0 X 0 0 u X E 0 0 0 0 t E 0 0 E P 0 0 0
0

•H ••
J . X 0 >- X f> x X q CH 0 0 0 O f—1 p X X X 0 P O

0
O •H 0 O p >H X X

•rH o f—i 1—1 0 0 CO 0 X X 0 o o 0 0 0 P P 0 G 00 Cm 0
0

X 0 0
0 CC 0 X 3 X X 0 0 £-• 0 p 0 0 0 X X X X

0
0 O X IS3

o 4->
£

> o q a X 0 X 0 3 p 0 q 0 0 E X 0
3

0 X G c 0
X p •H 0 X o w X-=3 a  x o 0 0 0 0 >. X O G 0 G X 0 0 0

0
f—1

o •H G C X X O X c X q o P 0 c X X X 0 O 3 E ex
0 0 0 0 o X p q G 0 o Cm c G 0 O c X 0 0 O X X OJ*. P E

X 0 0 0 0 o 0 0 q X o >s 0 •H 0 >. 0 0 1—t X 0 E X P X rH 0 E- E
0

0 O
0 _ 0 0 X 0 X X X q 0 0 X > o G • r 3 p O t- O 0 c rH

0
rH O

"bDG P 0 X X X cr X > 0 G 0 cr x X O c
0

0 CL X ex
00 G o 0 X o G 0 o 0 0 G c P X 0 0 0 0 0 0 0 0 •H

0
P X E

•H G 0 c G p c X P q q X 5 o 0 0 q P P 0 0 X 0 X >. c X X
0

0
0

0 •H

£-
G G G 0 *ri 0 0 0 Cm 0 u o o •H P cr 0 X P 0 X 0 fH 0

0
•H G 0

0bD•3 0 O E bD X X X X rO 0 E X 0 o 0 0 X 0 X X rH rH 0 G C\J 0
0 -H X •H p •rH G c X P X > 0 0 P 0 a P p 0 0 0 G 0 E P P X 0 cn 0 X X
0 c P P P 3 X 0 X o q E X S>: 0 X 0 0 X q 0 •H 0 O •H 1—1 0 rH 0

0 o 0 0 P o 0 o X o X p 0 p 4~ X © X p» E— 0 0 E P 0 0 X X a X 0 O X
0 X o ■H X 0 E 0 o Cm bDG 0 X X o 0 0 X P 0 bDG •H G be O X G X C c p X ex

X G c 0 © X c 0 0 X •H X > 0 X •ri 0 0 O bD q X •H •H 0 G O X 0 ex q
0 E-i X X X X X 0 >>x q o X > X X •H X O 0 X •H 0 0 0 O f—1 0 0 O 0 P

00 0 o X 0 q cr x X 0 X  0 b: C q G 0 0 0 0 0 E 0 rH • HU 0
0 > E t)

&
X G cO 0 o •H <£ X G X X •H 0 0 0 •rH 0 > •H r—1 0 0 0 ex x cn X X 0

( 0 0 X o X O p £ 0 O •H X Cm X q P O X X X O rH P p
0

E
0

P
o rH 0 0 x • 0 Cm 0 <5 X •rH0 0 X X 0 0 C p 0 O q O 0 G O G

0 0 0 O 0 0 E •H © -M C X 0 X ex 0 O 0 X X 3 G 0 G 0 P 0 •ri O
0

&
_c X P ,o

■8
_c 0 o 3 0 bD X 0 0 G X P O a. 0 O •rl 0 O q X bD O O

0 bD0 o X X o 0 o E C
£

X X q GX 0 0 >: O 0 0 G X 0 0 0 bD 0 0 P 0
0 •H P 0 X X cO •H X o 0 0 G C o •H 0 X 0 p E 0 >> X  E (0 X *iH X X 0

0o X G 0 E X 6 0 0 o p 0 •H «M •H 0 •H ex E X O rH 0 X X •d 0p X p o 0 0 X X 0 0 o x 0 0 3 E X 0 X 0 rH
0

•H q rH 3
0 0

0
0 P 0 0 o X X X 0 > 0 X •H X bD X 0 rH X 0 0 X C X P

0 J Z O X 0 X CO X c0 0 G p o P C X • i-i X 4- O 0 X •H 0 0 0 0 O 0 a 0 0
0

O -X **
E X G 0 0 •rH 0 0 c 2

G •H 3 0 q CX0 X 0 E P 0 G P •rl •H p St
•H o 0 X 0 c bO o X 0 0 0 G 0 G 1—1 C X 0

&
X O ex x 4- 0 x> x X 0 0

•H X E- rH 0 o X c 0 X CC 0 0 0 0 X 0 X bD 0 O
3 3

E—P X X
0 p 0 0 0 0 0 p 0 0 X q 0 q ?>X X X ■H O p P 0 •• bDG X

X p 3 G X C 0 C X E 0 cr x cr •H X G O X G X 0 X P 0 C -M 0 O
P X o 0 G bD O X 0 X bD X i—i X C 0 bDCO P 0 q O 0 X G 0 ex E ex X O X
•H 0 0 p O •ri p c c •H •rl •rH 0 G O P C P P 0 O X X X p C 3

0
■|H 0 c 0 G

3 > = p X 0 a o o 3 0 3 3 X 0 X X 0 X 0 = 0 0 O X 0 •H cr 0 X •H 0 0

94 TIME DELAY SPECTROMETRY



0 Is to
> p 0
•H O o 0 E
-P Os •H E CM P
0 sO X o UN rt a
0 P G Os gi-) • < -p P pX3 a 0 0 rt
S3 0 0 0 J>
to - f> a a p

rH •H CO G CO Si
a  CM -P o Si
O 0 >1 >H u -rt

rH 0 rt 0
to o •o p £ * p
•H > X 0 0 o rt
to P a SC a c
>> * CO bC
rH • 0 a p
rt o a E P o CO
c o o •H P
< CO a •rt •p Si

to SC c 0
0 • C >s^ 1 0 a  ^
> bD O -X x  a J* E rt P
S 5

•h a- so rt 0 0 p-
P Os w o. g Si a  os

0 rt p P P o S3 to P
0 o G c ^ 0 OT x  —T~3 -H 0 0 s: rt S3XI X X -X E O 0 o _c
O S3 P c— 0 a a a

< OT so G be r~
c S3 C *■ a

0 • o • to • p {"‘S o •
C -3 o  a rt a G 0 a
rt 0 0 c
P •« p  •* s: * 0 S3 o «
Ql, ^ rt CM UN G a •rH Os

to (J CM P P •rt H- P
>> -P P rt bC rt
rt G G i—1 0 p

£
3  — C p

p  rt -P O p  o Os •rH O
0 a —• 0 > p  > • 1_T\ T >a  fp E to P -3 Os

0O N O - S3 *> rt P
0 £ On 0 • o • 0 X
x  p  p O 0 °  S? •rt c - 0 0
a  ^ o -rt O OT rt ^ a  o
= C r CO r CO S3 = CO

•H sO 2. c o
-CC rt >h

g c G bD G bQ
M f bD

0 r 0 C
n £ C 0 c 

to wWOT* OT W o 0 0
0 a !>> >5 OT rt 2: J? O0 P 0 o 0 O P P

SC P « X  p SC P O PQ -> SC -H
G '"' X X o u X

• a> <p • S3 • S3 • 1XN • 0 • p
o  a ^ O <£ o  -rt a  cm a  > o  <<

O Os o
• G r-i • a

cc a. CC CC rtD H p a  C- cc x

• • • • • •
p CM r~\ - X t -T \ S O

c
oa

0
to

Mcu

X  C •
E 0 -J-
•rt -P c
p  m 0

p F
p  p 0
rt _ SiU rt p0 OT
c  o rt0 -p 0

0 be E
bC to
rt 0 P 0
1 X  0 w
p 4- bC r—1

P
0 OT X a
> 0 C E
•rt X  3 P
-P to o

0>
P  •-P toc a  «  ^
0) cc X  
•n H  W
X  0  P  X§ 0

X  0  W
C  10 S3

<D r t  G  CC ■x  x  o 0 ,
p  a

a
0 0 0
•rt > • > a
Li •rt X •rt o

P X OT p c a >
0 P p p 0 o
0 OTP •rt o Si E c
a •rt 0 p to 0 o
a X c to > CO 0
0 p o 0 o >

o aj

P  to X
rH Q)x  x  p  rt o a)
H -H fn
w x  aa> ? Si

rt c rt
<D O \C* > x  p  — - 
•H CO rHco -P rt 
* D  3  D  C  
O  0  P  O  
O  G  X  p  
t»C 03 Pa  o <- rt x  o to
to a. X G

Goa

0) «K
to o  
c
O  to 
a  r H  >». 
W P P  0) rt S i 
S i  p  0

0 a

t? "  £
c  0 a
0  X  
P  P  0  cr x; 
0  p  + -
G  S3
a  X E

G P U . £1 Q
'  , j  p
s O  -  S3 to 

a  * H  r
E  X I

3 c  
o  0  o  
to x  p

0 rt

£  g ~
to  0

r H  *
3  P
a  0

i f

p CO P CC P G p •rt 0
to 0 c rt P 0 p bD Si

X 0 0 bD O COCOa c
X P E to OT P c o p 0
c 0 <D p 0 Si 0 c X
rt a  ^ 3 E >> rt x to o p

b  9 f*L •rt p CO•rt
COX  w E P Si p >3 0 p  a
c rt fp rt OT bC G p o
o rt 03 0 0 P Si 0 p
•rt E X E 0 Si 0
P c -X a 0 G P rt Si
rt •rt 0 X P 0 OT a p
P rt co CO 0 to
p E rt Si 0 X 0 rt
•rH 0  X a p X o X 0
<0 u  a o a a 0 a E

B
ao

• r H  
CO 0  0 > 
S3 0  

r H  X

015 » 
> 0
>>X
rt c

r H  S3 
0  . X *O0 C
5  .
P  P

&

o  P  x  to
It h  -p ID • P

r t  o  >  P  to
a  0  0  P  P  0
O [0 •O f» -P

> 0  X  G  G  .
> 5  G  3  S3 O  GW to Cm 0
P a X

! P o a p P
P o o p o
X p G o
•rt c CO 0
OT 0 0 OTp X
to E Si rt 0 p
O 0 p X CO

, a  p w 0
rt rt X X

0 P 0 0 OT•rt
X to E X rt OT

•rt p 0
b 0 s. X

c a 0 0
ra rt •rt OTX 0
X G P 0 p 0
P •rt 0 X rt

E 0 o P
Si •rt f"3 c p a
0 p X 0
X 0 o 0 X Si

G X 0 p
rt a 0 p 0
Si E OT p X

rt O rt p p
X to X -OT
G to 0
0 p 0 p OT ,*

TIME DELAY SPECTROMETRY 95



Cv ^  CL <

6

fl)r̂ v
(HO
0)
I
I
ft>

n) -t* 
H  m

•H dofl) *H
o rt 
O -P

l i
d  £O P-
5  £

>

£O
ft«H

B
a
•H<H

'Od)
2
S
p

u
io

•rH

> -

§
•H
■Prt
-PC0)

-P(0
5

rH

fl)

•Hfc

•£ dd
i ?
P? 12
•» d*P m

5  S 
a 6T3rt sO
S s 
2  g'O o •H wO W 
•H

fl)P. w O
* 8 gbfliH mH 

P, O -P

&g ge _ g

•H *T3 
-P “

g .g

2 I IQ) *H °

0.8 g
» b<3

I•rlfc

96 TIME DELAY SPECTROMETRY



I
X

O'
o
o

O
Z

H
Z
OS
a.
w
os
Cl.

Z
o
►-H
H
0 -
LU
O
cr
LU
Q_

CD
□to
Ll
o

> -
cr
h-
UJ
z
a
LU
o

>-
o
a
_ i
0  
z
1
u
LU

V
CD

U  i- i
z

Q CC 
CC O 
<  IL 
I
U _l 
>-■ < 
cr u

>■
cr
o
h-
<
CC < 
O
CO z  
<  cc 
_J o

LL
z  -
O _J
- I  <
to u 
_1
3  *
CL <
o  z
CC LU
a. a  

<  
H tO 
LU <

a.

UJ

X Z
1 - o m

_ r v
1 - 1 - ©*

< z —
LUa
> < oLU

1 -
Z

1

z o n

LU a —

V ) >■LU III <
a . I D z

hs
&
P5
&

W
M

o
0

09

0

M

w
w
£
M

0
fc
w

0
M

P
P
<

fc
<

I /I L_ a> a>
w o _ c
o 07

_ c

D
o

a>

I /I
c
o

u
o>

-C

c
o
t/5
n

c

“O
07

JC
J Z L_ 1/1

k. 0) • ~
o L_

-O
E u

l/»
o IE

a

* * - O ) ■* -
o>

TJ
o_
o

JQ

07
u

u _ w.
07 o

D 07 a c

"D “ D o 3
O
L_ D

L_

o
a 0

a o o 00
0)
L—

-C CO IE

c 1
o T J

o
u

a) c D o07 o o CO
j D Q . _ c

L— T J i/ i O )
i/ i

o
u
1/1 UJ wo c

-C 3
C a>

07
o>

" c
07

c
o
E

J Z c
O

07
C

L . -C O )
a

<D
U

_ o u C
0)
w 07 LU

a c * -Q O

i/ i
o
>

a>
“D

IE
h -

~u
o

>
07v_

O
E

D
<

Hi C n
w -S’ S
g> o  §.5  to

n -
c  cn  ^

"  c ~7
•«  c : Z

g - e
■D >
Jjj LU £

'O °  -4>
Jo ^  Z
O =  -

<  aia> a>S i <u Z
* * *  
o  o  ~o 
E  * •  c

4) CN
./l 0  ^
C  c  < -
c: o 2 
a. r  °Li- . _  i l l

<u c 
a  I  §

"o "O o-' 
c  C  2  o  o

itr — c  1/1
2  <D O 
^ 3 0  
<  CT O'

TIME DELAY SPECTROMETRY 97

C
op

yr
ig

ht
 

19
75

 
by

 
the

 
A

ud
io

 
E

ng
in

ee
rin

g 
S

oc
ie

ty



1987 Amornrat Heyser

m m

xft> 0) c

c  -
O X •H 0) 
P rH 
P rHX> a}

C VHi p  0)

*crHCX

(ti P P to V rt P•v- ft)
S rt 
X  c

•H 
P X
5  8

8
P 10 
ft) W) ft)

15 5ft) X 
b D P  «mO
P Vi
ft) o  c  
ft) o P 8j»P to X H-
r S 8ft) in C

. *° - O>jP ft) Vi 
bD p  P  ft) 
O fih 'O

•3 • •a
£

Oa

£aE

O V.•» oT) +» 10 #) 
ft) rt ft) r-i 
O P X © 
G P X 
X O O
O X P EV ft)
V p  ft) P c a H V 
•H h ^  ft

P P E
^  in w 
H C K-C

V ft) ft) Xa
* • !
to
P m 
o P

a S

x
pft)

a -g

•SIf

E V-
O W G
ft) rH in bD 0)

X X ft) O C
E rt

ml
•HIP -P

ft) 8 a) v. w V
ft)  ft) U

p  v  oe-  a  o

bO

in c
p o
c p
rt p
E 3 V X

X ft) o o ©
rt ft) p p
in P V in V
G bD i •rH V
r t c rt a r t
p 0 in c o

X p o

B a)
C P 
o  c r a)

•H  ft) v
-P V ft) 
ft) «M
c x  fc* ft) c -c 
m <3 P •ft) ^
v. G -P v 
a-H p p> 
ft) rt X) ft) 
Vi E E 

o  -  oV X +)° ft, §

P -P

P 5

§ P -c . 
p ft) 

E bD bD ft) G -  ft)
P ’2 ►» c5ti £ H &bDp 0) c
ft) E f t )  
10 ft) ft) rH P E C  
X ft) C 

m i o

C £ rH 
4) P 0) 
V P P 
ft) ft)
a  e  ®  
a  o  ft) v a  

a  o ft) r>
p  in v p  
■P bD ft) bC

c  z
Vh -H O 
O V E-I V, 

a  -p  
x: to <d <d 
u p  E 
P in P O E £ ft) 

ft) C C

-P ft)

■s5
P o

8 *
P P 
ro p 
C in .. o x  ft) 
EX E 
ft) C C (0 
X «) o in 

P
P ft)

. g
Vh rH

m Q) P > P *H 
E- P

i■<-}
P PC
in reG ft)
o  a

to
•H
EO
a

p  x  ^-H ft) V
rH >  bD P  >s

*3o’ o a»H  o G) p-
X ft) P  *Hp  c  m c b o p  pbo o rt a  a

P  P  P  P  to Vh ft)-X m O *r-;
P D Vi bD XVh rH c  o G ft, O

O rH o P  E
*H P  ft) C  O  O

p  m p  P  m P
rt ©  (0 P  «M Co ► fl> rt ft) ft) p
bD p  V a x  P

p a « «  «  o

) -r-j V  C P
« X> x  rt p rt «

g 8 § £ l ! i .
p  ft, § §* ^  o  pp  c +, p  x  p  ft) p  5 uft) > O O ft) ft)
P  bD P  c P  P  t - i
o  c  p  m p  X)ft) P  o o 
V P ft) X _ .. _p  rt -o p m

V. p  »  o  a  
a  o

p  p

x
ft) G X I m e m o i

p  ft) p  p
P  P  V

p  p  p

m mi «)
« x

bD p  d)

5  0 'S *
ft) 0, uTrt
0) p  c p
G P P  V p  rt a  o mbD a  o c  c§« o  oo v p  . .G P P°  c  o a  „
p  o • P  ft) .
X P > » « )^ > f t)m  G P P  m o p p  “rt o p  p m p  o

G p  rt ft) oV X « O X ft) _ .O O Q) ft) 1-5
^  V  V  P  ft) p  ►» ft)

p a  >• p  p  rHo ft) o bD p  m P  P
P  Vi p  c P  C «f  P P  O ft) ft) VX m rH ft) P V pC 3 V i-5p rt m

O «M P  ^  -

. o
, t

E
.. ft) 
ft) P

a-c

o x  >>

^ 5
«

P  tt) ft)
O P  p  c

-J*m p  in 
p e g  

i O E 
ft)
> £>p

» S 'H 

■B ». B
ft) ft) O
a  c Eft) v
«) p  cd
? w P

-H +J
V
G

ft) p  p  
P  rt »- p  ft) a

p  p  x
crtM X

S §
c
p  p

o
X G
§ X  u  

O P 
U P

t: a  S
rt x  ft)
-  6 Sm in
p  ft) C w 
P  P O P 
p  P o -

Vi 
» rt 

0)

0)
P o

p
ft) x  

V
p  ft) IP p
ft) v rt x  
bo rt|P
8 -  „  

Vh e  O 03 P

g §
P  P P  P
O G P
o) cr c 
a  ft) Q) 

x
cr p
ft> p

O O rt G Vh
rt P  10 o rt E

E ^  P 
ft) P  rt 
P C P
P o ^

I  & 
t  -  § 
§ £ 5
W P >

g
rt-S'S
p  p  p
C 5  'rtOT P % rto m rt 
x  P  P
P ^r?
p  p  rt

« fc1 § 8
i*H °

p  o « 
> >» in eft 
rt C *

O p
p  p  rt
p p

m § o

•H a) ai
» .c o a 

3 as .
2 5 ^ 5
£ 3 2  °
a  - 2 ,^  a *> a x: 

o cH p  
in p
•n *S ? E0) Vi P  
© Vi O 01
v a v  p
rt ft) p P  ft) X)
El * 0)

rt p
p  p a  rt c o 
P  p  © 
^  m a

98 TIME DELAY SPECTROMETRY



X CO
J* o CD rt rt
o CD rt E X
o 4> 4) E X X rt •H p
rH CO0) >

•H
rt
COrH rH •*" X

E I rt
rt X CO rt 4> COrt rH ■H rt E

P CO4) E E tt rt rH >  rH rt P •rt
4) CDX O rt E X as *H

•s
X rt E CO

X 4~ o P CO9 p
&

bD E- X E 4)

5
O CD bD rt

9 COX 4) •H4h •H O rt rt CD
CO n

5
o X 4- M COP E X rt

5CO0) p rt a P X
•H o •H o COX rt p bD

P E a x  x ? CD >  • r i rt •H
4) 4) rt P p 15 rH to E
rH CObCX CD *H X CO O rt a « O

5
P is 4D E rt COCO E X

rt bD P <t E CO CD COa  x
C X P E X E rt « X rt E E
o COE £

E QD JZ rt •H p X P
•H P o COrt CO rt E COCO E O

E a E rt E E •H •H cD CO
rt 4) CO rt rt 4) E rt 4 X X rH O
P CO4) r—t O a E X E r t f -3 r t 4)
E 4) E a) 4> « r t r t O E X X
CD E E X a E p O E E E P
COCL O 4) CO to Pi CD *H P
4> 4) rt rH r—i E •H E X X rt -H X
E E bDr-i E 3 r—1 r t c rt

£
rH rt

CL r E
S

fH a o CD a  -h
4) rH CO•H CO rt p -*-■ E X
E 4) CO E

rt
X X X rH X 3 »

4) O p o rt bD
4h E CDtH •H E E E rt •H 4) E
O

&
P •H ■*-- a P E E X > D

4-, CO
5

<d COP rt *rl E
X •H •H CO E cd bDCDp P 4-.
O Eh P

&
rt is rt •H •H CD

X O "X. 4) E O E 4-. X a*H rt
X E *H O rt E 4) o

4) COP rt 4) P P E CD rt E CD
E • CL E E E E rt rH O X a

rt •H 4-, rt rt X +- P rt p E CO
rt •H E O 1 CO E COE E f> •H

COCL, E rt O rt O CD COrt E
X 4) CD 4) X CL cfl X •H is rt X •H
4) CO P X p CO E CO E p
E 2 rH Vh P rt bD rt CO rt •H E
•ri rt rt bD E E a rt E E X o
4-< P E rt i E E E •H r t E *H E E •H
4) X o E 4} O ■H O COX a COrt <£. P
X bD-H •H E E E o P E E P •H

•H CO rt P 2 •H •rl rH rt CO
bDE E E X COCO 4) X O
E 4)

5
4h CO p •H rt rt g a

•H 4) E 4) o X > E
> is •H E E P rH E •H

&
rt P p

5
X1 COO O •H a rt O P E •H E

:* P •H O CO E P r t rt rt CO 53
o CD E P E rt rt rt P E E
X CD 4) ■Hp rt CO X t - i cr rt (D

E E CO rt a) to 4) X 4-i 4) +- a
P X O O X E X •H 4D P rt E E a
rt P E a  p •H E- rH E COrH 4-i •ri cD

E—
§
8

• E C *H 
O X' 
•H I•p «>|
2  5
£ ^  
CO CD 
CD
E CO 
CL CD» 0)
E CO

X CC *rH
kn x  
E

coLb co
CD *H 

CO
co c
•H 0)E
CO *H •
e  x  e
O I rt 
•H 0) CL 
CO CD CD 
C E CL 
CD X  
fc P  4-

X  CD

i X- £ I rt O 
u X  
I E 

co X 
> CL 4) 

E *

4- rtO 4)
o  c

CD 3  °  
4) X  
X  4> -t- 
■H C -H
4) O X  

X  P  CJ
>

^  4) ) 4) E .* 
r t  CO

'  CL* O to C
- 4) _ <D 

CL P  X

X  4) P  i—t 
• O CL CO 
1 -H CO O O
x a  e cn

<1

l 4) l CO C : 4) rt
•H rH 

I P CL 
U .
4) >» 
CL rt 
O rH 
E 4) 
CL X

CUD r—I . CUD 
X  O P

CUD 4)

•5.S
X  P  
P

cCD -H 
X

p
4)
> X  X

C r
4) •
P  CO I CD C tH|X

4> E
bL Ort E

4) 4) 
rt X

fc"CL CO

•H I 
P  O 
•H i* 
CO P
o
CL CD
4) CO

•* t=
4) 0)1
E X  = 
O -H | rt

4) 
•  E

4) a)
o  X  
« is
CL

4D X  O E CO

•* O -i
r t  to p  r  | X *H 4) I

e cd <
X  CD rt h

p  c  x  a  i

M C 
CD 3 
CD O 
E CO

r E
O

4) p  
*  E

0X >>1 rta  >
P r t '

CO 4) rH 
E  fc  CD
O  C  
■H — O 
CO CD

rH rH 4) O
X  E rt 
c  rt >  oo
r t  *m *rt *H <h s-

® rt _  
E CL O

5-h to E
X  C -Hco a  x

X  4) >, I
+> (d 4) ffl o
a> to p
e co p  
•h • co
bD4-, QD i—< *H
rt o  x
E X1 CD CO
" e x  & 2
4) H  L  bL P

X  *H *H 
P  i* 4-, P  

4) XCO X  V  C M 
O C 4-t -H -H 

4) E

« § SE X  o

P  i* E
rt CO X  O CO

tuD X  QD 
•H V-. X
L L  O L
I O

4D 4> -H X  
H  bDP v

c<5^4)

prt
C S
CD X

a> to

5  s
P  rH *rC
x  rt 
c  ■+*
rt 4D

X
4)
P  4) 
rt EC O •H E X
E P  bC 
O 4) C
o bD -«H rt X 

CO
rt O 10 rH

CL 3 
CL
cn cd

x o ..c to o 3
X •C *«H 
p  <D P  T) ■

x is co
P  rH C
2 rt o

i 0) co +- 3: rt -h
; p  X co <o

•H X i 
iS P

C  CO 
<4 E  rt 4) E
4) - H  
>  X

TIME DELAY SPECTROMETRY 99



r-i

S x
TO P  
*  P
H  *

P

3  
0)
£
a  > »P  o 
G G X)
a) «  c

P  0) o o 
G CO P  P  

P  TO P

8 5  |

C  X  P

«
O P  
C  0)

G
TO
a

TO O P
p E o 

CX TOC 
X  TO 

0) C  O P  
-C 3  ^  W 
P  O O o

TO £  
X» P H
C p  q rt 
(C o S

TO TOr-t c G rt
TO O TO P
c  p  cx
CTO >> 
rt 3 r-1 P  

P  rH .  P
O H O  TO

£  ^  O S
O TO >  P

8 5 3 5

Cm TO >» C 
O > g| P  

■H E  0J G M P
0 rH G 
P  O TO TO 
> P  C O

3  to § <S
(I C  £

P  P  O P  
P  rt 

rH E rt 
• H O  TO 
r t  O P  <l)

1  s ? l  £
PTO P P TO

£  w R E-* 3c rt *H
O *H  W

TO O 
Cm P  *
O fc-< P

TO 5  
p  

x  P
c
r t  to •

•H TO 
G  TO
t o p s  
C  M  
TO

TO
OT

rH H) TO

5

X  c
TO TO O 
>  M P

• s i t
O H O  
G P  
TO TO TO 
CX >  P  

P  X  
C  P  
O C X  

•H TO TO 
P  * 0  G 

3
0  3  «  
P  TO rt  
TO TO 

P  TO E 
X  P

P  TO

° s 3
P  H

§ 8 *
1  „  £  

o) 3  3
X! TO rt 
P  P  C

§  £  
rH P  «

• § 3 5
G  P  P  
a  3  

c  h
TO O 

H  -H GP  P  O 
G *H 

Cm O OT 
O P  P 

OT rH 
> > P  f-H
G X  P
P
TO TO
E rH 
O P  
to r t
M G 

p
TO TO 

P  rt 
P  TO 

E
P  G 
P Cm O 
O O 
P «- 
rt  W O 

TO TO

S f c t :

TO G  « 
i c  p  

P  TO 
M P

P  TO

£ 3
P  P  
u  rt

C  P
3  w
to rt  
c
o  p  

P

TO X  
TO rt  
P  TO

rt  i

TO C  G rH 
TO M  TO Q,  
E  P  E  W
o  c  P rt  
O  TO c  K
T O P  TO

P  P  
TO M  G 

P  G P  O 
P  rt P  Cm

O >  OT Cm 
P  TO 

TO O -v 
TO p  Q,  TO 

P  | H r-4
p  rt o  a
p  > p  E
t p  r t  

P  ot K 
p  r t  p  TO 
C O G  
O P  TO G 
O G P  O 

TO V  Cm
c  E  rt
W P G  •
o  c  r t  o  

p  p  
P  J  O H- 
O O TO 

p  P  G P  
P  T O G  
^  >-.Cm TO G TO P 
TO TO C O 
c  >  rt  rt  
O G G 
p  TO p  rt 
p  >  P  
G r t  <  o  
O P  
p

5 *  . 5
X  r*v TO TO 

X  X  
TO TO O 
G  M P  TO 
r t  r t  p  E  

E TO p  
TO P  E  P

H  r ? & .

•  O T P  TO O 
X  TO CTO 

p  X  G P  rt 
TO TO O CX P  
T OG rt
G r t  £►» G  O
TO TO p  a)> E  T o o t  
C W X C P  
O TO P  p  

O  *►> G P  P  
P  33 C 
P  OT O O tko rt c p P TO c 
P  E  r t  p

r-t p  TO TO t P  Cm P  E  
P  C O p  o  

:  E rt p
H I  C  P  OT

§TO O  O  3  
> P  3  o  

p p  rt p  x  a
> p  P  CX o  eg 
H P  T O G
> P  O O CX TO 

E  P  G G
3 TO P  rt
o «j c  cx

O P  TO
-< C  C  G  r t  £
3 rt TO p G 
.  P  E  O 33 -

p  rO p r o  
u c  c  rt x
3 G TO P  C  G 

T O P  O
3 P  a o  r t  >
 ̂ rt

TO P  X  TO G
0 G «  c  r t  TO 
D hO G r t  H  
:  js t o p

W P  TO >  O
J to r t  r t
-i W) C  TO P  C 

C  p  P

3 3 “5  i?
. a p o e
h o  cx
fl TO P  P  
I) P  V  O
: p  G c
4 TO TO P  O  O
4 c  CX X  P  P  <
:  to c
3 P  r t  O ■< o
; q  cx :

P  TO TO M X
1 P  TO C  C
4 TO G  P  r t  • 
3 P  >» G  P
3 P  r t  o  q  P  
J p  E  o  C f f i
4 TO E

TO p  TO TO O >
3 O P  P  G  P
4 cx a} o

^  to c  m  . 
: p  p  G  h  
) P  M  O  Cm

r s  5  <  °
X X  • TO 
3 X  G p  X  M

i t  8 5  i  g
3 O O O O -C 
X >  -ft  CX TO O

S t £ *

I

NO

I

•M P  X  
OT G  p

UD TO TO
S P  G  p  X

S J i ^  §
P  G  -m  G  O 
TO M  O  TO TO
to  c  j5

G  P

TO TO
^ C  X►» To TO p 

P  p  P  p  
q  co p  p  .
O P  P

rH Cm Q,

QV

i

G PTO O TO 
>  P  X  
rt  r t  -m to 
P  o  q 

P  C TO TO P  rt x
* t  - 8
TO O G 
G TO P  P  
TO O

P  r t  C TO
cx p  p

p  •

• «
W H  

TO TO

£ - o _ g 5

G P  
TO TO 
OT ^

TO P  TO rt 
G C  X  P  
pi P  X  p  
M  O 3

a  co ot

G
TO
P  •

<C

o

I  8

5
rt

p

%

c  c
P  O •

P c  
M  E  P  O

G X  P  
P  Cm q o  OT 3 TO 
T O M  Cm
G q  r t  Cm 
TO P  P  TO 

P  P5 rt OT TO 
C TO P 

P  E  H  
TO M  rt 
G P  G

gG Cm 
O

M X  
p  • q TO 
TO <  P  O 
M  G p  

•  33 X  
«  TO »o O 

—  G

OT CQ P  (D 
P  G ■*- 

Cm  TO OT 
<c O CX P  

O P

►» tp  a  to
• p  p  

^  TO >»F-  
C 
TO •

OT . 
C  C

OT

M  C

5 P  -M 
P  

TO TO 
P  C 
M  TO 

P  
C  •

C  P

< CQ

cto q p -m h- - o q 
c  x  c  p  to 
tH to p  p  to 

TO G O )  
X  r t  x  o  G 
C 0) C h~ CX 
r t  G  IT} TO 

O  P O T• C - X p 
C P TO
o  c  c  m

P  TO O O
p  x :  p  p  c
p  P  P  TO
ro •  r t  x:
o x to p > 
C X P  C3 Crt TO x

•  TO CX TO TO 
G OT TO G

O P  G G 
P  M  TO cx q  
P  P  x i  TO P  
CX Cm P G P

rt
x :
o

) Mm 
Ml P  p  
TO G P  i 

TO
O TO O 
TO X3 CX

TO ^  TO 
p  C

•V P  
: r t  •
i p  p

) o
4 -M TO 

p  G

O TO 
TO P  
GTO TO
-m  P  
TO p

TO r t  TO TO 
TO

aP  G 
TO TO i

cx q  p  
. 2  c  c  

£  o
o  V

Cm

o- o
P  Cm I I P TO -M 
Q  P  Cm 

P  TO 
«  TO P  

P
TO P 03 ■

O  c  E

“ ■H £
TO TO Cm 

P  TO 
P  C  TO 
P TO E 

■+— O
x  q  o

“ 5

P
M

TO

>  TO G

1 5  8 
5  &

rt

to P
TO P  
>

P  G TO 
TO P  M  
o  r t  
G TO E  
TO TO P  
CX G 

TO p  
G P P  
TO q  M
c  H  P

TO
M

5
TO v

P  >
P  P

i n

i

100 TIME DELAY SPECTROMETRY



•H
P
P
COOD«

•s
5

*  £
* 8  

«H P  
O  p ,

d 'd
•H S

t s
0) P
CO W
<d B
& S
<§•5

•H
P•H(0Oa

•M
CO -P
<d
bis C

i f
1 1
I I
P  CO 

COrt 0)
<H 8
° g|  fc 
P «H 
•$ P
g £
CO *rl© a
Hp, x
s  s
CM

CD

&

g
P

§O

P
C  M

P g g g
8 3 ^

* 2x  p  c  PP CO O P 
X P 

P P o  
Qj «s a> p  
P  p  p  
_ P o c  
>t  P  O  • « 0) O* P JL, 
CO TD P rt 

«J P  d  © 
O E ^ J H £

0) p CO CD 
d P >
P C 00 
« C P C P P CD P rt 

P P P P co 5s p p j  
•H 3 0 M H K 0) 
p d p © d
M P d

t v -  c  n 
a) o  rt rt
0) id 

• C  rH *0 E  
s P cq t* 
h tt tt) «) o
L C T5 Vh P
CD P O CD
E O «J rHO P © P 43 
I )  X) h  h  a) M 3 Mrt bDn rt B
P P . • P 

d r l  O 8  
rH O rH P P 
HDP'O 
<c rt P d  «m
e to rt O

rH
<* rt w O E

X  0) p  p  ©
P X rH
rt © x  P
n  v  t  d  o

rt ©  p  £«
o  © p  h  a

p  t i  p  a  rt bC 9- bD 
rH B  rt Crt ^ ^ p> W TJ

> D P  C

|  § p 5
5 03 P 05

P O 
P Os 
O NO 
©•o • 
CO *

S 8
«£ CO
© •>• 00
S f i
CD O •OP P X
o  B •<
aT •

©t t
P P On E- rH

-NOao

x  p

CJ
X £

0)ac -
O On

Po0)•o

CO

c  - r t  o ĉ
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Reprinted from JA E S , vol. 23, no. 7, pp. 562-565, 1975 September.

SOME USEFUL GRAPHICAL RELATIONSHIPS

R ic h a r d  C. H e y s e r

California Institute o f  Technology, Je t Propulsion  
Laboratory, Pasadena, Calif.

A recently published mathematical law o f  energy density parti­
tioning is used to derive some sim ple graphical relationships that 
must always be true for a proper physical measurement. In most o f 
the measurements made by engineers, whether o f acoustic, e lec ­
trical, magnetic, or physical properties, it is possible to use these 
graphical relationships and tell, sim ply by looking at the data plot; 
I) if  the data were correctly taken; 2) if the system under analysis 
is minimum phase; 3) what the other component o f a single 
component plot should be.

INTRODUCTION: Graphs and plots constitute a pow er­
ful language which can convey a great deal o f inform ation 
to the know ledgeable engineer. I would like to pass 
along some graphical relationships which are sim ple to 
learn and easy to apply to audio m easurem ents. Arm ed with 
such inform ation it is possible to tell a great deal about some 
system just by glancing at the data plots.

Systems and devices of greatest concern to engineers, 
w hether they are electrical, acoustical, or m echanical, are 
tested by m easuring the cause and effect relationship be­
tween an applied stimulus and the observed reaction to that 
stimulus. If we want to m easure everything about the reac­
tion, we must make a detailed observation o f its energy 
density relations. In a previous paper [1] this author pre­
sented a principle o f energy partitioning which governs 
such relations in linear passive system s. Stated sim ply, the 
positive square roots o f the com ponents of energy density 
partitioning are related by H ilbert transform ation. The fact 
that this principle was presented in a technical paper about 
loudspeaker reproduction may have obscured for some 
readers the fact that it is truly a general ru le . Some exam ples 
of where it may be applied in audio engineering include

1) real and im aginary com ponents o f acoustic velocity 
in dam ped pipes,

2) res is tiv e  and rea c tiv e  co m p o n en ts  o f  acoustic  
driving-point im pedance,

3) In-phase and quadrature com ponents o f the frequency 
response o f room s,

4) am plitude and phase o f  m inim um -phase transfer 
functions,

5) In-phase and quadrature com ponents o f structure- 
bone seismic waves,

6) transm ission-line adm ittance versus distance from 
termination.

If you have a measurem ent that is supposed to represent 
the com plete information about a particular exchange of 
energy, look at the curves that may be plotted from these 
data. Note where they have the sharpest bends, the flattest 
portions, the places where the slopes are steepest, the 
places where there are peaks and valleys, and whether the 
curves curl to the right or left. Then com pare w hat you find 
against the rules stated below. A m inim um -phase network

response when plotted as a separate gain and phase must 
conform  to these rules; if it does not, then it is nonminimum 
phase. Every other m easurem ent with a real and imaginary 
part or an in-phase and quadrature part must conform. In 
som e cases the m athem atical relationships are not precise, 
but the rules are presented in a form that indicates how the 
curves will appear to your eyes.

RULES

In order to simplify the description o f these visual aids, 
we will use the symbol (a) to  stand for the curve represent­
ing am plitude, in-phase com ponent, o r real com ponent and 
the symbol (b) to stand for the com plem entary curve of 
phase, quadrature com ponent, or imaginary com ponent, 
respectively. This covers all the graphs you might see under 
one set o f term inology.

Also, we will use the following convention. The data are 
assum ed plotted so that an increase in a value, such as 
higher gain, larger positive value, or increase in phase lead, 
will be represented by an upward deflection on the plot. 
This is, or should be, a conventional audio standard.

An inflection in a curve is the place where the direction o f 
curvature changes from one polarity to another. If a curve 
has been curling in a downw ard direction as the frequency, 
tim e, or distance values increase, and transitions to an 
upward curling as it goes through the inflection point, then 
for the sake o f sim plicity we shall call that an “ upward 
inflection.”  A transition from an upward curling to dow n­
ward curling will be called a “ dow nw ard inflection.”

An extremum is a place where the curve is locally a peak 
or dip. A place of m aximum curvature will refer to a place 
where the curve has the sharpest local bend. If the curve 
bends to the right with increase in frequency, tim e, or 
distance, then we shall call it a dow nw ard curvature. A 
peak has a downward curvature. A dip has an upward 
curvature.

Now to the rules.
1) If the data are plotted using a logarithm ic  scale for the 

independent variable, then
i) except for places o f sharp transition, the numerical 

value of (a) will be approxim ately proportional to the nega­
tive of the slope of (b), while the value o f (b) will be 
approxim ately proportional to the positive of the slope of 
(a), with the limiting case that a constant slope o f (a) 
corresponds to a fixed value o f (b) (Bode [2]);

ii) a local extrem um  on either curve will correspond to 
a point o f inflection on the other curve;

iii) a place of maximum curvature on either curve will 
generally correspond to a point of inflection on the other 
curve;

iv) the relation between direction of m aximum curva­
ture and direction o f inflection is such that a downward 
curvature in (a) corresponds to an upward inflection in (b), 
while an upward curvature in (a) corresponds to a dow n­
ward inflection in (b). Also a dow nw ard curvature in (b) 
corresponds to a dow nw ard inflection in (a), while an 
upward curvature in (b) corresponds to an upward curvature 
in (a).
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2) If the data are plotted using a linear scale for the 
independent variable, then

i) except for places of sharp transition, the numerical 
value o f (a) will be approxim ately proportional to the nega­
tive of the slope o f (b), while the value o f (b) will be 
approxim ately proportional to the positive o f the slope of
(a);

ii) as a very special case of this relationship, except at 
places of sharp transition in (a), the group delay of a 
minimum phase transfer function will be sim ilar in shape to 
the am plitude response;

iii) a local extrem um  on either curve will correspond 
to a point o f inflection on the other curve (Heyser [3]);

iv) a place of maxim um  curvature on either curve will 
generally correspond to a point of inflection on the other 
curve (Heyser [3]);

v) the relation between direction o f m axim um  curva­
ture and direction of inflection is identical to rule 1 iv) 
above.

EXAMPLES

These rules apply to overall trends as well as localized 
structural features. An exam ple o f the way these rules can 
be utilized is shown in Fig. 1. Curve a is the am plitude of 
the frequency transfer function o f some network and 6 is the 
phase. Extremum and places o f maxim um  curvature are 
shown as circles which one can imagine are pipes around 
which the curves are bent. The places o f  inflection are 
shown as horizontal dashes. It is obvious that rules 1 i-iv) 
are obeyed at local features. Note also that as an overall 
trend there is a general curvature in the am plitude plot at 
around f4, where the low -frequency and high-frequency 
asymptotes jo in , and this is signified by a corresponding 
inflection in the phase background. The fact that all the

lo g a rith m ic  fre q u e n cy

Fig. I . Example of the graphical appearance that a minimum- 
phase response should have when plotted on a logarithmic basis 
and having an amplitude a part and a phase b part. Places of 
highest curvature (shown by circles) and inflection points (shown 
by dashes) should very nearly line up and be related as shown in 
this figure if an upward value corresponds to increased gain and a 
phase lead. Asymptotic slopes in amplitude should correspond to 
constant phase values.

rules are obeyed means that if you are handed this response 
and are told that it belongs to a network transfer function, 
you know that the network must be minimum phase. If 
there is any place where the rules fall down, then you know 
that either the data are incorrectly taken or that this network 
is nonm inim um  phase. If the places of maximum curvature 
do not line up with points o f inflection, do not waste any 
tim e on it, the data are incorrect. If the data purport to 
represent any two-terminal thing, such as im pedance, and if 
the rules are not obeyed, the data are in error. If you are only 
given one piece o f the data, such as the am plitude response, 
you can quite accurately sketch what the phase should be if 
it is either a m inim um -phase network or any two-terminal 
m easurem ent. If  the person plotting the data were thought­
less and did not identify which curve was a and which b, or 
labeled them im properly, you can instantly identify the 
proper curve, since there is only one com bination that 
works.

As another exam ple, Fig. 2 shows the frequency transfer 
function o f a nonm inim um -phase device, in this case a 
parallel T circuit. The places o f m axim um  curvature and 
inflection still line up, but the important difference is that 
the slope o f  the phase goes the w rong way to be a 
m inim um -phase network. If this particular am plitude- 
phase behavior were imbedded within the more com pli­
cated variations that may be found in a loudspeaker system, 
you can instantly spot it as representing a nonminimum- 
phase point. If this plot were supposed to represent a com ­
plex im pedance, instruct the person m aking the m easure­
ment to do it over because he made a mistake.

linear frequency

Fig. 2. Example of the graphical appearance that can be ex­
pected from a nonminimum-phase response when plotted as an 
amplitude and phase. Places of maximum curvature and inflection 
points still line up, as they do in Fig. I, but the direction of the 
inflection will be opposite to that of Fig. I . When a linear scale is 
used for the independent variable, in this case it is frequency, the 
graphical relations continue to be valid right through the zero 
reference.
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Rule 2 ii) is a very interesting consequence of the Hilbert 
transform graphical relationships. The negative o f the de­
rivative of the phase response as a function o f frequency is 
approxim ately proportional to the am plitude response. This 
means that group delay [3] m easurem ents and am plitude 
measurem ents will be look-alikes if you are m easuring a 
m inim um -phase system. I f  you have plots o f group delay 
and amplitude response, you can instantly tell whether the 
device being m easured is m inim um  phase. Reference 
should be made to M uraokaera/. [4] to see exam ples where 
this rule may be applied to phonograph cartridges.

Once you becom e accustom ed to  these rules it becom es 
almost second nature to look over data and identify trends, 
and occasionally even spot m istakes that could otherw ise 
cost you a lot o f lost time.

DERIVATION

A com plete analysis deriving these rules (as well as other 
more com plicated relationships for both rectangular and 
polar data plots) would be highly technical and detailed 
enough for a long paper in its own right. That is not the 
purpose in this note. The interested engineer can find the 
extrem um -inflection and curvature-inflection relationship 
in [3, Appendix A], The energy basis is in [1, Appendix]. 
The derivative relationship can be found by proper m anipu­
lation o f Eq. 9 o f [1] and its association as a generalized 
function relationship [5], Bode [2] is the principal source 
for rule 1 i) and its application. In fairness to Bode, he 
derived his enorm ously valuable rules without recourse to 
Hilbert transform ation, although a footnote acknow ledge­
ment o f the work o f Y. W. Lee [2, p. 303] indicated he was 
not unaware of its existence. The skew reciprocity property 
of the Hilbert transform  which gives rise to the polarity o f 
the curvature-inflection characteristics, and incidentally 
allows instant identification of (a) and (b) even if the curves 
are unm arked, may be seen in [1, Fig. A-4],

OBSERVATION

There is one technical observation which this author 
finds fascinating. It would appear feasible to augment the 
all too sparse tables o f  Hilbert transform s by including 
those appropriate solutions which have already been ob­
tained for electroacoustic problem s. A quick com parison of 
the driving point impedance relationships in Olson [6], for 
exam ple, reveals functional relationships not found in some 
of the better math tables [7],
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ON DIFFERENTIAL TIME DELAY

Jam es M oir

Jam es M oir & Associates, Chipperfield,
H erts., England

R ecent issues o f the Journal have contained two excel­
lent contributions by H eyser1 and P reis2 dealing 

m ainly with the effects o f phase shift, group tim e delay, or, 
as I prefer to call it, “ differential tim e d e lay ,”  on the 
waveform of a com plex signal.

The relevance to sound quality is not stated explicitly , 
both contributions dealing with the effects o f tim e-delay 
differences on the preservation o f  wave shape, rather im ply­
ing that wave shape preservation is essential if  high-quality 
reproduction is to be achieved. Now I do not believe that 
there is any engineering evidence that wave shape preserva­
tion is essential to the m aintenance of good sound quality, 
provided that the tim e delays that produce the wave shape 
deterioration are kept w ithin the CCIR requirem ents; 
roughly, the differential time delays should not exceed 
about 8 m illiseconds at 6 - 8  kHz.

An experim ent that is widely quoted in this connection is 
that of Hilliard who noted that effects were noticeable on 
the transient sounds o f  tap dancing when the differential 
time delay exceeded about 2 - 3  m illiseconds. As part o f  a 
larger investigation o f  these effects we have recently carried 
out sim ilar experim ents. These involved the use of a very 
simple high-quality reproducing system  consisting o f  a 
B ruel&  Kjaer half-inch m icrophone, am plifier, and several 
types o f  high-quality loudspeakers, including Q uad elec­
trostatics, a type o f loudspeaker that our tests have shown to 
have lower values of differential time delay than any others 
we have measured.

The program m aterial was chosen, not for its musical 
value, but because the sounds w ere those that would gener­
ally be called sharp transients, for exam ple, the clicks from 
the overcenter flicking of a thin metal tongue in a ch ild ’s toy 
and the sound of striking two pieces o f metal together. The 
equipm ent allowed us to  delay the com ponents above about 
4 kHz with respect to the com ponents in the band below 
this. If the observer was allow ed to continue to listen to 
such a noise while the time delay was varied, he slowly 
becam e aware o f a “ just detectable”  difference in sound 
quality when the delay difference was betw een 2 and 3 
m illiseconds, with a more obvious effect when the time 
delay reached around 5 - 6  m illiseconds. On music there 
were no effects observed until the delay was generally much 
greater than 6 m illiseconds.

Differential tim e delays o f  this order produce such gross

1 R. C. Heyser, “ Some Useful Graphical Relationships,”  J. 
Audio Eng. Soc., vol. 23, pp. 562-565 (Sept. 1975).

2 D. Preis, “ Linear Distortion,” J. Audio Eng. Soc., vol. 24, 
pp. 346-367 (June 1976).

changes in the waveform  o f  a com plex sound that the 
tim e-delayed signal can hardly be recognized as having any 
relation to the undelayed signal. W aveform  preservation is 
absolutely essential in many applications, but before we 
becom e involved in the com plexities and costs o f modify­
ing our sound system s to  m inim ize differential tim e delays 
(phase shift), could we have some evidence that they are of 
significance in a m onaural channel system . Our own evi­
dence is that provided they are held som ew here around the 
C C IR  specified  v a lu e s , they  are o f  no s ign ificance  
w hatever,— but perhaps we have m issed something.

Replies:

R ic h a r d  C. H e y s e r

C a lifo rn ia  In s titu te  o f  T ech n o lo g y , J e t  P ro p u ls io n  
Laboratory, Pasadena, CA 91103

In the abstract o f my January, 1969, Journal paper I 
stated, “ . . .A  concept o f tim e delay is introduced which 
provides a physical description of the effect of phase and 
am plitude variations as a frequency-dependent spatial 
sm e a r in g  of the  e ffec tiv e  a c o u s tic  p o s it io n  o f a 
loudspeaker.” A nd in the abstract o f  the April, 1971, 
Jo u rn a l paper I repeat, “ . . .the  effect o f im perfect 
loudspeaker frequency response is equivalent to an ensem ­
ble of otherwise perfect loudspeakers spread out behind the 
real position of the loudspeaker creating a spatial smearing 
of the original sound source .”  I think that still sums up the 
effect on sound quality. We have no disagreem ent in p rin ­
ciple. Imperfect wave shape is important only as it relates to 
distortion of the perceived acoustic image. Thank you for 
allowing me to reaffirm this position.

D. P r e is

Gordon M cK ay Laboratory, D ivision o f  Engineering and  
A pplied  Physics, H arvard University, Cambridge, MA 

02138

These interesting prelim inary findings reported by Mr. 
M oir will perhaps encourage psychoacoustical inves­
tigators to undertake more com prehensive perceptual re­
search on linear distortion. Indeed his report would have 
been more useful if  curves were included indicating the 
precise amounts that ffequency (m agnitude) response and 
group-delay response were altered as a function o f fre­
quency . T o the extent that com parison is valid, tolerance on 
group-delay distortion (that is, the maximum deviation 
from flat group delay) for international telephone transm is­
sion of speech is 10 m illiseconds in the 3 0 0 -  800-Hz band 
and 5 m illiseconds in  the 8 0 0 -  2400-Hz band. The group- 
delay distortion tolerance for w ideband program  material is 
likely to be different.
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Reprinted, with permission, from the Proceedings of the IREE, vol. 37, no. 3, pp. 67-76, 1976 March.

Concepts in the frequency and time domain 
response of loudspeakers

S U M M A R Y : Up until slightly less than a decade ago, the 
measurement of the frequency response of loudspeakers 
was generally restricted to the amplitude of the sound 
pressure. The phase o f the sound pressure was all but 
ignored as was the time-domain acoustic response. This 
was dramatically altered when published measurements, 
made using a newly developed coherent processing tech­
nique, showed that many loudspeakers had significant 
non minimum-phase portions of their frequency spectrum 
and that all loudspeakers had a complicated behavior of 
their frequency response for the period of time following 
an impulsive excitation. The effect of this was to prove 
that the long established measurement of anechoic steady- 
state amplitude response was not sufficient to properly 
characterise the acoustic response of loudspeakers. An 
industry had to change its standard of measurement.

Once phase measurements could be made accurately, 
a nagging inconsistency in measured time delay was 
observed which led to  the form ulation of a deeper 
physical concept. This, in turn, led to  the prediction, 
with subsequent verification, of time-delay distortion; to 
a derivation of the analytical basis for kinetic and potential 
energy density partitioning in dynamic processes; to  the 
recognition that the time-domain response must also be 
considered an entity w ith a magnitude and a phase and to  
the introduction of a particular frequency response measure­
ment based upon a very simple phycho-acoustic observation. 
Present developments in loudspeaker analysis are concerned 
with understanding the role that linear and non-linear 
electro-acoustic properties play in the listening experience.

* Jet Propulsion Laboratory, Pasadena, California. 

Ms received by IREE 27.11.75

R.C. Heyser *

In troduction

Of all audio com ponents, the loudspeaker stands alone 
in the difficulty of m easuring.perform ance and in terpret­
ing the results of such m easurem ents. Until quite recently 
this situation has discouraged any serious attem pts at 
loudspeaker perform ance evaluation. Now the field is 
beginning to  stir with life as more and m ore experimenters 
are discovering that meaningful loudspeaker measurem ent 
is not all tha t mysterious.

This paper presents an overview of some of the tech­
nology of loudspeaker testing w ith which this author has 
personally been involved in the past decade. I will discuss 
my own work, not to denigrate or ignore the enormous 
contributions of other experim enters in this field but to 
try to  bring a personal perspective to  this fascinating 
subject and to  outline some o f the though t processes 
which I have found necessary in coming to  grips with this 
difficult field.

Progress in analysis is seldom  achieved in quantum  
jumps. More often than not it is slow and deliberate. In 
many cases when the path  seems blocked by an impene­
trable wall, a passage can be found by going back and 
taking a more careful look a t those nagging inconsisten­
cies which did not seem im portan t when initially en­
countered but which in fact po in t the way to  a deeper 
underlying principle.

The technology which will be described has been 
applied in a variety of fields related to  the subject of 
acoustics, including seismic measurem ents, sonar trans­
ducer calibration, acoustic surface characterisation and 
medical ultrasound. [1 -s ] However for simplicity the 
description will be restricted to  the aspects of loud­
speaker measurement.

Frequency response

What exactly is m eant by the frequency response of a 
loudspeaker? It is clear from conventional circuit theory 
tha t the frequency-dom ain representation of the sound 
pressure a t a listening point caused by a unit voltage app­
lied to  the loudspeaker term inals m ust have both an 
am plitude and a phase. Today this fact is com monly 
accepted. Less than a decade ago it precipitated a con­
troversy. The general reaction a t th a t tim e was, “ phase — 
w hat’s tha t?” . Even though Wiener, [6 ] Ewaskio and 
Mawardi [ i ]  and Stroh [s]  had actually measured phase, 
this fact had no t percolated to  the working level.

In order to  discuss frequency response for loudspeakers 
it is necessary to  define it as the com plex Fourier trans­
form of the pressure response to  an impulse of electrical 
energy. [9, 10 ] The loudspeaker frequency response,

TIME DELAY SPECTROMETRY 107



H (gj), thus con sists  o f  an am plitud e response A(co) and  
a phase response </>(co) under the relationsh ip ,

H(co) = A ( u ) e '^ M  (1)

It frequently happens tha t the am plitude response is 
better characterised as a logarithmic function “ (co), 
which leads to  the simplified form,

H(w) = ea  e ' (2)

The frequency response of a loudspeaker then consists 
of two plots. The p lo t magnitude of sound pressure, 
expressed in decibels as a function of frequency, which 
represents “  (co), is simply called amplitude. The p lo t of 
phase angle of sound pressure as a function of frequency, 
i£(co), is simply called phase. Taken together these two 
plots com pletely characterise the linear loudspeaker 
frequency response under the relation,

In  H(co) = oc (c j) + i y  (to ) (3)

This appears quite straightforw ard. However, the 
acoustics industry had been measuring “  (to) and ignoring 
ip (co) for forty  years. Now they were to ld  it was nec­
essary to  measure (co) as well. The general reaction was, 
“why?” . The answer to  that question no t only provided 
a solution to  the long standing m ystery in loudspeaker 
measurem ent but opened a Pandora’s Box of future 
analysis.

Minimum-phase

For a long time loudspeaker designers had been aware 
of two apparent mysteries in their art. First, the loud­
speaker tha t measured better did no t necessarily sound 
better. Thus while am plifier m anufacturers were proudly 
announcing the uniform ity of “ frequency response” to a 
fraction of a decibel, the poo r loudspeaker m anufacturer 
did not dare publish w hat he actually measured for his 
product. Some of the better “ sounding” loudspeakers had 
a frequency response that was more akin to an elevation 
profile of the Swiss Alps.

This led to the second m ystery, because it was common 
knowledge tha t if one took a “good sounding” production 
speaker and “ flattened” the frequency response by adding 
a bit o f mass here and scraping some structure there, the 
resultant product invariably sounded worse.

With the advent of phase measurem ents one of the 
answers to  this mystery' quickly became apparent. Audio 
designers had become accustom ed to  the observation that 
a flat am plitude response autom atically m eant perfection. 
That, of course, is simply no t so in general. The phase 
response can in its own right render a very' unacceptable 
reproduction even if the am plitude response is quite flat. 
By not measuring the phase response, the early designers 
did no t really have a valid measure of more accurate 
reproduction.

The problem was caused by the fact th a t almost every 
other audio device which was easy to  measure, such as 
amplifiers, equalisation networks and the like, was of 
minimum-phase type. It was com m on experience tha t 
the best square wave and tone burst response for such 
networks always resulted when the am plitude of the 
frequency response was the most uniform. To make 
matters worse, m any textbooks were so exclusively de­
voted to minimum-phase systems, w ithout even a warning 
of this fact to the unwary' reader, th a t many engineers did 
not know of the existence of non-minimum-phase proper­
ties.

A num ber of experim enters had observed that the 
square wave response of a loudspeaker did no t always 
improve with frequency equalisation but little note was 
taken of th a t fact. The same was also found true of

magnetic playback and disc equalisation but these were 
apparently considered anomalies apart from loudspeaker 
reproduction. While an early paper pointed out the 
possibility tha t loudspeakers could be non-minimum- 
phase, [i i ] this fact was lost in subsequent debates on the 
significance of phase. [12 - 14]

The am plitude and phase response of a network are 
uniquely related only if tha t network is o f the type known 
as minimum-phase. [ 15] Loudspeakers are generally non- 
minimum-phase over at least part of the frequency spec­
trum. [ 10] Thus the phase m easurem ent assumed an 
immediate and im portant role for the estim ation of one 
measure of quality of reproduction.

Time delay d is to rtion

While this provided a possible answer to  one simple 
question, the m easurem ent of phase quickly led to  a new 
set of problems. It was observed th a t actual loudspeaker 
systems in some cases had a rather com plicated frequency 
response when both  am plitude and phase were considered. 
What did this mean? Also, in particular, w hat was the 
im portance of the variations in the frequency response on 
the quality of transient reproduction? It was becoming 
evident that the response in the time-domain was very 
im portant as well.

An earlier proposed acoustic model of delayed spec­
trum  signatures seemed to  point the way toward a partial 
understanding of w hat was involved. [9 ] This model is a 
three-dimensional p lo t of pressure versus frequency versus 
time after the application o f an impulse. It is a p lot of the 
m om ent-by-m om ent frequency response as distinct from 
the steady-state frequency response. When the three- 
dimensional properties are projected on a two-dimensional 
surface in pseudo-perspective but in a manner preserving 
the capability of direct scaling of data w ithout the con­
cern for perspective foreshortening, the format was referr­
ed to in that paper as an isometric display.

I had the privilege of making a great many measure­
m ents of the response of room s and of the early direct 
sound of loudspeaker systems with the results displayed 
in isom etric form at. When measuring loudspeaker systems 
alone it became evident tha t there is a microsecond-by- 
microsecond change of the frequency spectrum, both in 
am plitude and phase, after the application of an impulse. 
Clearly the loudspeaker has a spectral behavior that is a 
function o f time following the application of a transient. 
The questions im m ediately posed by this observation are: 
w hat is this effect, how does one measure it and what 
does it mean to  the reproduction of sound?

In the classic definition of frequency response, time is 
not allowed in to  the m easurem ent. When all one is con­
cerned about is the am plitude of sound pressure, the time 
it takes the sound to  get from the loudspeaker to  the 
microphone never enters into the picture. Suddenly, with 
phase a part o f the m easurem ent, the experim enter can no 
longer ignore the tim e between the application of a volt­
age and the m easurem ent of the sound pressure a few 
meters away. Move the m icrophone backward or forward 
a few centim eters and the phase response appears different.

Of course the rather constant velocity of sound in air 
is clearly a part of the measurement. In order to  remove 
the air path from the m easurem ent, it seems self evident 
that all one needs to  do is to  subtract a constant time 
delay. In order to do this one m ust measure the exact 
distance from m icrophone diaphragm to loudspeaker 
cone, then knowing the speed of sound in air calculate the 
air path delay and subtract it from  the measurement.

When we do this we find a rather puzzling thing. No 
m atter how we try to  refine our measurement, the phase 
response shows th a t the effective acoustic distance bet­
ween m icrophone and loudspeaker is always longer than 
our physical m easurem ent. The am ount of this discrep­
ancy is usually so slight tha t a casual experim enter might
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attribute it to  experim ental error. However, as in many 
things, this nagging inconsistency is pointing out a much 
deeper physical property  th a t needs to  be uncovered.

When we subtract the actual air path delay from a 
loudspeaker m easurem ent of frequency response, we are 
left with w hat the loudspeaker itself does to  the signal. 
Clearly the loudspeaker is contributing an excess delay.

How can we deal w ith this delay? Our first reaction is 
to  turn to  the use of group delay [ 16, 17 ] bu t when we do 
that we im m ediately encounter logical inconsistencies. A 
headlong application of group delay to  loudspeaker 
measurem ent discloses th a t for many frequencies the 
pressure wave is calculated to  occur before the electrical 
signal giving rise to  it! This violation of causality is 
absolutely unacceptable. Group delay clearly cannot be 
used. The reason for this is th a t group delay, defined as 
the negative of the rate o f change of phase with frequency, 
cannot be used as a measure of tim e delay when the amp­
litude response shows a non-zero rate of change w ith 
frequency. In fact, it has recently been dem onstrated 
that group delay can never be used as a measure o f time 
delay when applied to  any non-trivial minimum-phase 
network. [ 10] Exit group delay. Then w hat is left?

The solution to  this problem m ust be offered by a 
completely new look at network time delay. W ithout 
going into details since it is covered elsewhere, [10, i s ]  
there is one special type of network for which the time 
delay and group delay coincide. In this network the time 
delay of each frequency com ponent is always positive and 
coincides with the definition of group delay corresponding 
to the negative of the slope of the phase versus frequency. 
The network is the all-pass transmission function which is 
strictly non-minimum-phase.

What has this got to do with loudspeakers and other 
networks which have a frequency-dependent am plitude 
response? The surprising answer is that properly mixed 
parallel com binations of all-pass networks can be used to 
imitate any reasonable minimum-phase response function, 
regardless of the variations of its am plitude with frequency.

This means th a t since we know the true time delay 
properties o f the all-pass networks and since signal com­
ponents can be linearly added if we have a non-interacting 
parallel com bination of such all-pass networks, there is a 
proper analytical tool that can be used to  calculate the 
am ount o f time delay tha t can be expected from a loud­
speaker or any network element.

If a signal is fed to  a loudspeaker, the resultant response 
can be equated to  tha t o f an ensemble of parallel all-pass 
elements. Each all-pass elem ent has a perfectly uniform 
amplitude response and a frequency-dependent phase 
response w ith a slope tha t never becomes poisitive with 
increasing frequency.

A dip in the loudspeaker frequency response corres­
ponds to  a cancellation by destructive interference in the 
equivalent ensemble response of all-pass elements. A 
peak is the converse. Since this is a model, we know that 
the actual loudspeaker, as a network, is not composed of 
these conceptual elements but the fact remains th a t if we 
compute and measure as though it were made of these 
elements, we will achieve results indistinguishable from 
the physical case.

To help visualise this concept, each all-pass elem ent in 
the overall loudspeaker response can be considered as 
being produced by a hypothetical perfect loudspeaker 
with a flat am plitude and a flat phase response. As seen 
from the m icrophone (or listener) this perfect loud­
speaker is then considered to  occupy a position in space 
that varies w ith frequency in such a manner as to  give the 
equivalent all-pass response. The acoustic position of this 
hypothetical perfect loudspeaker will always be a t or 
behind the physical position in space that we may assume 
for the average position of the real loudspeaker.

The complete loudspeaker response, with its complica­
ted amplitude and phase frequency spectrum , can thus be

considered to  be produced by a swarm or ensemble of 
these otherwise perfect loudspeakers. When we apply this 
rather strange model to  physical m easurem ent, we find 
th a t all the num bers fit properly.

As in any' endeavor, it becomes necessary to  give a 
shortened nam e to  a hypothesis. While it may not have a 
noble ring, I chose to  call the ensemble time delay spread 
of frequency com ponents time delay distortion. [ 10] In 
later publications by others, this term  has been picked up 
and used to  refer to  the gross measure of average acoustic 
delay. T hat certainly is one aspect o f the theoretical 
concept but clearly there are m ore detailed aspects. In 
subsequent work it was dem onstrated tha t time delay 
distortion is itself a special ty'pe of a m ore general signal 
deform ation which has been called representation dis­
tortion . [ 19 ]

Graphical relationships

The ability to  measure phase response and the recog­
nition of tim e delay distortion  puts a greater emphasis on 
the significance of minimum-phase response and its im port­
ance to sound quality. If a loudspeaker (or any device) is 
minimum-phase, then a simple netw ork correction of irreg­
ularities in the am plitude response will autom atically 
correct the phase response. In tha t case both  the frequency 
domain and the tim e-domain characteristics will be sim­
ultaneously improved. A m ajor presum ption at the 
present tim e is tha t this will lead to  a more accurate re­
production (assuming no o ther reproduction property is 
upset when this is done.) On the o ther hand, a simple 
am plitude equalisation of a major aberration th a t is non- 
minimum-phase can lead to a definite distortion in trans­
ient response. This is because the resultant reproduction 
will correspond to  a time-delay warping of signal com ­
ponents even though the am plitude of those com ponents 
is correct, a situation which seldom  has a physical counter­
part in natural sound and hence may stand apart from 
natural sound.

It becomes im portan t, then, to be able to determine 
when a response is m inimum-phase. The technical 
relationship between the am plitude and phase responses 
for a minimum-phase system is th a t of Hilbert trans­
form ation [ 10, 20, 21 ]

1 ' 'oc ifl(x)
: (go) = ---  P/■n 7— oo co —  >

1 7°° oc(x)
co) -  -  P

71 -

dx

dx
(4)

co ■

w'here P indicates th a t the principal part of the integral is 
to  be taken a t the pole to and x is a dum m y variable.

If one has a com puter a t his disposal he need only 
program it to  com pare the m easured am plitude and phase 
responses as Hilbert transform  pairs and have it prin t out 
the discrepancy. M ost of us, however, do not have access 
to  a com puter, so a set o f graphical relationships which 
will let us look at separate plots o f responses and tell 
whether the system  is minimum-phase will be most 
helpful. T hat observation precipitated the following 
derivation. [10 ]

The integrals are the counterpart of Cauchy’s differen­
tial relations on the frequency axis. [ 10] Because for a 
minimum-phase transfer function there are no zeros or 
poles in the right half s-plane, the Cauchy-Riemann 
equations are valid w ithin and on the boundary of the 
right half s-plane if we use the logarithm ic representation 
of the frequency response, [ 10 ]
In  H(s) = a  (s) + i ^  (s) (5)
where
s = + i to
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The result o f this is that at a local minimum or max­
imum in the transfer function, a frequency of maximum 
curvature of amplitude corresponds to  a point o f inflection 
of phase and conversely. There is a skew sym m etry, 
dictated by causality, tha t gives a preferred slope/extrem um  
relation as follows:

when 92cc/9gj2 is a maximum positive, then df/du> is a 
maximum positive,

while when d 2f / du) 2 is a maximum positive, then 3<V3co 
is a maximum negative.

It also follows th a t points o f inflection correspond 
rather closely to  frequencies of general maximum curva­
ture in the com plem entary plots. The original paper 
should be referred to  for a derivation and discussion of 
the lim itations in these relationships.

It should be noted from these relationships th a t at a 
frequency of stationary phase (i.e., df / dco = 0), the 
amplitude of a minimum-phase function has its maximum 
rate o f change with frequency. This clearly invalidates 
the reckless use of the principle of stationary phase which 
one frequently sees in “ proofs” tha t the tim e delay is 
single valued and equal to group delay. Causal time 
delay is no t equal to  the group delay in a minimum- 
phase system.

There is another variation on the Hilbert transform  
which can be used to  infer graphical relationships, [21 ]

<*(to) = —  —  
v  dw

^(co) =•
1 d

dco'

f  (x) In | 1 ——| dx 
x

(x) In | 1 ------1 dx
x

(6)

In this analysis we are discussing relationships and how 
they will appear to the eye of the engineer who has just 
plotted the separate am plitude and phase response of a 
loudspeaker and has both plots in fron t of him. His 
concern rests with determining, by looking at the plots, 
whether the device is minimum-phase and if not, then at 
what frequencies the non-minimum-phase properties 
occur.

With that more restricted view we can observe that the 
logarithmic quantity  under the integral in equation 6 
behaves analogously to  a generalised function which gives 
enormous weight to the function inside the integral at the 
singularity 00 = x and which drops off rapidly for values 
of co farther away from  x. Its action, much like an 
impulse, tends to pull the function outside the integral so 
long as the function is reasonably well-behaved in its 
derivatives.

In other words, for a minimum-phase function, we 
have the approxim ate relations,

oc(co) ^
1 d

 T ~n dco

1 d
— —  “ Mv  dco

( 7)

We can expect these relationships to  be more accurate

foi 5.*.ooth trends in am plitude or phase.
From the above we can produce the sketch of graphical 

relationships which we should see for a minimum-phase 
loudspeaker. This is shown in fig. 1 for both a logarithmic 
and a linear frequency scale.

Bode’s [ i s ]  famous rule that (only for a minimum- 
phase network) the phase approaches a constant value for 
an asym ptotic gain slope on a logarithmic frequency basis 
and tha t the gain and phase are approxim ately related to

amplitude
dB

phase
radians

point of 
; inflection

point of 
inflection

maximum ! 
curvature :

I

asymptotic
slopes

\

'  N 1 constant 
, asymptote 

point of : \  \
inflection

linear or log. frequency log. frequency

Fig 1. Characteris t ic  a m p l i tu d e  (so lid)  a n d  p h a se  (d o t te d )  
p lo ts  which m ay be used to  i d e n t i f y  a m in im u m  phase  
response.
each other as derivatives on a logarithm ic frequency basis 
is included in this sketch. This la tter observation of Bode 
came out of an integral he derived th a t is the logarithmic 
based equivalent of equation 6.

There is one interesting observation th a t can be made 
from these equations. From  equation 7 we see tha t the 
group delay of a minimum-phase network will be similar 
to  the am plitude response o f th a t network, th a t is, the 
shapes will look alike. This leads to  a shortcu t in analysis 
since group delay can usually be measured more readily 
than phase response, particularly for systems with inherent 
complicated delay behavior such as phonograph cartridges. 
If a measurement of am plitude response and group delay 
have similar properties as a function of frequency, then 
the device is principally minimum-phase.

Time response

In a certain sense, a loudspeaker is intended to produce 
at the location of a listener, a sound pressure wave th a t is, 
in some measure, a replica of the electrical signal applied 
to the loudspeaker. One of the m ost im portant properties 
of loudspeakers relates to the processing of aperiodic 
signals.

The time delay distortion concept suggests tha t we can 
imagine sets of delayed reproductions of a program which 
each have the peculiar p roperty  tha t the tim e delay is 
frequency dependent. This will lead to  a time smear of 
any reproduction.

It seems evident tha t a test stim ulus for time-domain 
measurement should be an impulse. A true impulse is an 
abstraction which no one can generate in a laboratory.
It was in fact considered a pathological en tity  by m ath­
ematicians until they succeeded in formalising the impulse 
as a generalised function. [22 ] W7hat the engineer normally 
means by an impulse is a sufficiently narrow spike of 
signal which has a more or less uniform  frequency spec­
trum  over the range o f interest for the test.

These are serious problem s raised whenever an exper­
imenter uses a narrow spike of high voltage to  obtain the 
impulse response of a loudspeaker and from  this com pute 
the frequency response by means of the Fourier trans­
formation. Fourier transform  relations are only true in a 
linear system and it is incum bent on the experim enter to 
show tha t all loudspeaker drivers are truly operating in a 
linear mode when presented with a large spike of voltage. 
This author has had considerable experience measuring 
frequency-domain properties by a direct m ethod and has 
observed many cases where therm al and mechanical 
limitations enter in a different fashion in modifying the 
response for differing ratios of peak to  average applied 
power. Be th a t as it may, le t us assume tha t for testing 
purposes it is possible to  measure the impulse response 
accurately.

What does the measured impulse response look like?
The answer quite frequently is tha t it is a confusing
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pattern o f decaying oscillatory com ponents. We would 
like to ex tract meaningful inform ation from  this and one 
such a ttem p t will now be described.

In the pressure waveform of an impulse response 
there are many instants when the pressure passes through 
“ zero” , th a t is, the local equilibrium  pressure in the 
measuring environm ent. Does this mean there is no 
“sound” a t these m om ents? The answer is, no, it only 
means there is no pressure excess a t these moments.
The fact th a t there are pressure rates o f change at these 
times of zero pressure excess indicates th a t there is energy 
density available in perhaps another form and indeed 
there is. Again, we need to  probe deeper if we wish to  
understand w hat is going on.

The “ philosophy” can be found elsewhere [23  ] bu t the 
fact is we need to  wrench ourselves away from another 
habit pattern  in analysis. The frequency response of a 
loudspeaker is now universally recognised as a quantity  
with an am plitude and a phase. I w ould like to  stress the 
fact tha t it is also of analytical benefit to think of the time 
response as possessing an am plitude and phase, or, w hat is 
the same thing, inphase and quadrature com ponents which 
can be com bined in Pythagorean fashion to  make an 
am plitude and phase.

Signal analysts will instantly recognise this as a call to 
concern ourselves with the analytic signal representation 
of the tim e response. [24 ] From energy balance considera­
tions it now appears evident why Gabor was forced to 
develop the analytic signal. I heartily recom m end that 
pioneering paper as background reading for anyone in­
volved in signal theory.

When we apply this concept to  loudspeakers we are 
led back to  our old friend the Hilbert transform . We can 
look upon the “ impulse response” as the “x-axis” pro­
jection of the complex analytic signal. There will be a 
conjugate “ y-axis” projection which it turns ou t is the 
Hilbert transform of the impulse response. The magnitude 
of the com plete analytic signal corresponding to the 
impulse response is obtained as the square roo t o f the sum 
of the squares of the two projected com ponents. These 
quadrature com ponents define a right triangle with the 
hypotenuse equal to  the magnitude. The m agnitude is 
the length of the phasor whirling about a po in t which 
moves along the tim e axis much as the tip o f a propellor 
describes a pattern about the axis o f the propellor shaft 
as an aircraft flies through the air. Only, in our case, the 
length of the propellor changes along the flight path as 
does the angular rate.

In order to  understand how the analytic signal rep­
resentation may be used in analysis, it is necessary to 
introduce a concept developed for th a t purpose and 
presented elsewhere. [ 2 3 ]

If we define the total energy density for the state 
variable x as E(x) and presume tha t it is equated  to  the 
sum of a potential energy density, V(x) and a kinetic 
energy density, T(x), we have,

E(x) -  V(x) + T(x) (8)

We then define a complex function in the following 
manner,

x /E H O  =  V V W  +  i x /T D O  ( 9 )

Now, w hat do we know about the total energy placed 
in the loudspeaker by our test signal? We know it is finite,

E(x) dx =/ S/EDO I2 dx <■ (10 )

finite. It is known th a t analytic functions of the form 
V fi(x) which are of the class L2 have com plex compon- 
ents which are conjugate. [21 ] Thus we can infer that 
V V W  and V f «  are Hilbert transform s of each other.

Returning to  acoustic m easurem ent, the pressure is 
proportional to  the square roo t of the potential energy 
density. [ 2 3 , 2 s ]  If the pressure impulse response is one 
term of the analytic signal, then the com plete analytic 
signal represents the magnitude and partitioning of the 
energy density com ponents.

The significance of the analytic signal to  loudspeaker 
measurements now becomes evident. When an electrical 
impulse is fed to  a loudspeaker the sound does n o t instantly 
emerge. Furtherm ore, the to ta l acoustic signal will arrive 
in discrete bundles for those com ponents which are the 
result of diffraction and reflection in the loudspeaker and 
its enclosure. The m agnitude of the analytic signal will 
show a peak for each discrete com ponent o f energy 
arrival. The rate of change of the phase o f  the analytic 
signal bears a relation to  the spectral distribution of the 
separate energy arrivals. When the analytic signal is used, 
the m ysterious bumps and wiggles o f the scalar impulse 
response are quickly revealed as discrete arrivals in signal 
energy and the subsequent decrem ent in energy for each 
arrival.

As a side benefit o f this energy relationship, we know
h
that, [21 ]

K/v d T) I2 dx -  /  |>/T(xj I2 dx = yJh /E O c) |2 dx

-ric ^-00 oo (11)

Thus an energy calculation based solely on either a measured 
pressure response or a measured particle velocity response 
will be correct to  within a factor o f two even if the analytic 
signal is n o t used. Also the param eter x is no t restricted in 
this relationship, which is quite consistent with Parseval’s 
equation. [26 ] This becomes im portant in mapping a 
signal representation into other levels o f dimensionality' as 
will be touched upon later.

The complex function x/E (x) is o f class L2 (—<=°, °°), 
that is, the Lebesgue integral [21 ] of the square o f its 
modulus over the entire space of the state variable is

t ,  milliseconds 
Fig 2. T y p ic a l  lo u d sp e a k e r  m ea s u re m en t  s h o w in g  the  
im pu lse  response, f ( l )  i ts  H ilb er t  transform , g ( t) ,  and the  
to ta l  energy  d en s i ty ,  E(t).

Figure 2 is a p lo t o f a typical m easurem ent on a loud­
speaker showing the impulse response, its H ilbert trans­
form (which this au thor has called the doublet response
[ 2 3 ] )  and the total energy density com puted from these 
com ponents. The m easurem ent of the total energy 
density as a function of time is now a standard measure­
m ent in the evaluation of loudspeakers for a consumer 
publication. [ 2 7 ]  In all cases the peaks in the energy 
response have been identified with discrete arrivals due 
to  physical structure and inherent loudspeaker problems,
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leading in a number of cases to  an instant correction of 
the problem . The impulse response, while it contains all 
the necessary inform ation, is in a form th a t makes it very 
difficult to  perform a similar diagnosis.

Room measurement

Up to  this point the assumption has been made that the 
loudspeaker is measured apart from  the environm ent of 
normal listening. It is necessary to  bring the room into the 
measurement.

It is here that the characterisation of a loudspeaker 
becomes burdensome. Furtherm ore, no two listening 
situations will be identical, which means tha t an engineer­
ing choice m ust be made in determining the type of 
measurement to  be made.

There is some experim ental evidence which suggests 
that the first few milliseconds of “early sound” of loud­
speaker reproduction should be used to  characterise per­
formance. It is common experience tha t certain loud­
speaker types have a characteristic coloration of spectral 
balance that gives rise to  a change in tim bre of the re­
produced sound. What is it tha t allows a person to  identify 
the coloration so well tha t he can often identify the loud­
speaker by m anufacturer simply by listening to  a repro­
duction of sound by th a t loudspeaker, even in an un­
familiar acoustic environment? If we search for timbre- 
related characteristics, we find that on the average the 
pitch of a pulsed tone appears established within the 
first 13 milliseconds for most observers. [28 ] This min­
imum time period is surprisingly independent of the 
pitch that is perceived.

A measurem ent has now been in commercial use for 
several years which uses this observation as a basis for 
determining the “ room response” of loudspeakers. [ 2 7 ]

The loudspeaker is placed in a preferred listening position 
in a room having a 2.5 m eter floor to ceiling height, 
which corresponds reasonably well to  the dimension 
found in many homes in the world. The measuring 
microphone is placed at a position where experim ental 
evidence has shown the average listener may be seated, 
three meters from the fron t of the speaker enclosure and 
one m eter above the floor. The signal applied to  the 
loudspeaker has a spectral density uniform throughout 
the frequency range o f interest and an autocorrelation 
function whose time width is the inverse of the w idth 
of the frequency spectrum. This condition gives the 
greatest time acuity for a given spectral measurement.

The first sound arrives at the m icrophone approx­
imately nine milliseconds after the signal is applied, for a 
three m eter air path. The m ethod o f m easurem ent used 
for this particular test is Time Delay Spectrom etry, which 
will shortly be described. However, the m easurem ent will 
first be described in terms relating to  the equivalent use of 
an impulse test signal. The ou tpu t of the measuring 
microphone contains all signals, including first arrivals and 
multiple reflections. A time gate is opened in this micro­
phone signal for the first 13 milliseconds immediately 
after the first sound arrival so as to allow only this part of 
the sound to  be passed to  the processor. This gate thus 
extends from 9 to 22 milliseconds after application of 
the loudspeaker voltage.

The gated microphone voltage is multiplied by a time 
weighting function which has a gain progressing from a 
low value at 9 milliseconds to  a maximum value halfway 
through the gate then progressing down to a low value 
at the 22 millisecond cut-off. The purpose of this weight­
ing, also called apodisation, is to reduce the equivalent 
sidelobe clu tter in the subsequent Fourier transform, 
performed to  yield the frequency spectrum  of this sound.

This frequency spectrum is the response of the loud­
speaker at the listening position which occurs during the 
timbre-establishing period of 13 milliseconds. The floor, 
walls, and ceiling enter into this measurem ent in the same

manner as in normal listening. Later scattered arrivals 
are effectively elim inated and are presumed to  contribute 
the sense of room  ambience, while loudspeaker coloration 
o f the “ early sound” is contained in the measurement.

The width of the time gate can, o f course, be opened 
up or restricted to  any value one chooses. This particular 
gate width was chosen for m easurem ent of published 
results fo r loudspeaker evaluation because it is long 
enough to  satisfy a psycho-acoustic param eter, yet short 
enough to  eliminate the details of room  furnishing and 
room length and w idth from influencing the measurement, 
a consideration im portant for widespread duplication of 
results.

10 dB

P
kvW

anechoic

three meter 
room test

0.1 1 10 100

frequency in kilohertz

Fig 3. C om parison  o f  th e  f r e q u e n c y  respon se  o f  a high 
q ua l i ty  lo u d sp e a k e r  m easured  un der  free f ie ld  a n echo ic  
c o nd i t io ns  and  fo r  the f irs t  13  m il l iseconds o f  so u n d  
arrival in a t y p ic a l  l is tening s i tua t ion  in a room .

Figure 3 is an example of the anechoic response of a 
loudspeaker and the room response of the same loud­
speaker measured by this method. There are many 
cases, as in this example, in which the anechoic frequency 
response bears little relation to  the measured room  
response. It is gratifying to  the assumptions th a t went
into the design o f the room m easurem ent to  note that
the subjective evaluation of the loudspeaker “ tim bre” is 
usually in close agreement with this m easurem ent.

Time delay spectrom etry

Chronologically, this next subject did no t follow from 
the items ju st discussed. R ather it preceded them. The 
greatest obstacle to  the test of a loudspeaker by itself is 
the elimination o f the acoustic interaction of the room 
and environm ent in which the test is perform ed. In large 
laboratories this is done by means of an anechoic room, a 
very expensive facility in which the walls, floor, and 
ceiling are designed to  absorb sound rather than allow 
reflections to  occur back in to  the test area.

Under certain conditions it is possible to  perform  the 
testing o u t of doors and away from large physical objects 
that might interfere with a measurement. N ot only is 
this m ethod subject to  the vagaries o f local w eather but 
with the rising decibel level o f many urban areas the 
ambient noise level can militate against an accurate test at 
moderate sound levels.

Additionally, there are circumstances when a measure­
m ent is needed of the room and its acoustics w ithout the 
masking effect o f the source speaker. Such a case can 
arise if one is interested in the reflection coefficient o f a 
particular segment of an acoustic surface. Or in some 
cases a loudspeaker may depend for its operation on a 
portion of the listening room and this negates the use of 
an anechoic environm ent.

A m ethod of generalised analysis was invented to  m eet 
the needs of anechoic measurem ents in a reverberant 
environment. This m ethod is called time delay spec­
trom etry (TDS). [ 9 , 2 9 ]  While originally developed for 
loudspeaker testing in situ, the measured properties of 
actual loudspeakers quickly revealed a need for a more 
extensive investigation of testing needs.

There are three practical considerations that arise out
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of the general propagation o f signals. First, the velocity of 
propagation is finite, which means there will be a time 
delay between the application of a signal and a system 
response to  tha t signal. Second, the velocity may not 
always be independent o f either frequency or geometric 
configuration, such as dispersive seismic waves, doppler 
offsets due to  relative velocity between transm itter and 
receiver, or because of medium  m otion. Third, many 
cases arise in which there is m ultipath  propagation bet­
ween a source and a receiver.

Time delay spectrom etry recognises these considera­
tions and in fact incorporates them  in its form ulation.
The basic concept o f TDS can be illustrated as shown in 
fig. 4. A constant-am plitude source signal is used which 
has a defined phase angle versus time, such as curve A.
The general form of this signal is exp (\6 (t), where 6 (t) 
can be anything whatsoever, linear, quadratic or even 
pseudo-random.

The time rate of change o f the phase angle of a 
constant-amplitude phasor is called the instantaneous 
frequency. [30] For the sake of illustration, this para­
meter is called “ frequency” in fig. 4.

Fig 4. I l lus tra tion  o f  the p r in c ip le  o f  t im e -d e la y  spec ­
trom etry .  A  co n s ta n t  a m p l i tu d e  c o h e re n t  signal source,
A, sw eep s  a k n o w n  tra jec to ry  o f  f r e q u e n c y  versus time.  
This signal is used to  dr ive  a lo u d sp e a k e r  fo r  te s t  in a 
room. The so u n d  p i c k e d  up b y  a m ic ro p h o n e  w i l l  consis t  
o f  a d ire c t  sound,  B, and  later m u l t ip le  arrivals, C and D. 
The f re q u e n c y  versus t im e  o f  all arrivals will  have the sa m e  
tra jec tory  as sou rce  A  b u t  be d e la y e d  in t im e  o f  arrival 
dep en d in g  o n  p a th  length.

If the signal A is a source signal a t a transm itter, then 
the signal intercepted a t a receiver will generally consist 
of a first arrival, B, and subsequent multiple arrivals, C,
D, etc. At this point it is instructive to  change the display 
to that of fig. 5(a). The source signal A can be considered 
to  generate a relative tim e reference of zero delay for all 
versions of tha t signal.

Iz A

delay

7ig 5a. A l l  m u l t ip a th  arrivals, f o r  a no n m o ving ,  non-  
\ispersive m edium , have a c o n s ta n t  d e la y  re lative  to the  
ource A, w hen  th e  e x c i ta t io n  s h o w n  in figure 4  is used.

The curves A, B, C, etc. now appear as shown if the 
medium of propagation is non-dispersive and there is no 
doppler offset between transm itter and receiver. The signal 
A is defined as perfect. The responses B, C, etc., will not 
be perfect bu t will spread in relative tim e and distort in 
frequency response.

If we wish to  isolate the first signal B (i.e., measure the 
anechoic frequency response) we can symbolically cut 
along the do tted  line shown in fig. 5(b) and reject all 
signals outside this boundary. This is our gate.

I B|

delay

Fig 5b. Isola t ion  o f  a n y  m u l t ip a th  c o m p o n e n t ,  such  as B, 
m a y  be o b ta in e d  b y  t im e  g a t in g  the  d e la y e d  sp e c tru m  
a ro u nd  the  arrival d e la y  o f  tha t  c o m p o n e n t  (sh o w n  as 
d o t t e d  line) and  re jec ting  d e la y e d  arrivals o u ts id e  that  
gate. C o heren t ly  p ro cess in g  th e  e n e rg y  w i th in  th e  s tr ip  
A f  w ill  g ive  the value o f  the  c o m p le x  f re q u e n c y  sp e c tr u m  
o f  B at the  cen tra l  f r e q u e n c y  f Q. Scann ing  f Q through all 
frequencies ,  p e r f o r m e d  b y  the t im e  t ra jec to ry  o f  A  in 
fig 4, gives th e  c o m p le te  f r e q u e n c y  respon se  fo r  c o m p o n ­
e n t  B.

Because we have generated a signal of known character­
istic over the frequency range from  f; to  (2, the complex 
value of the signal energy in each increm ental strip as Af 
will approxim ate the value of the frequency response of B 
at the respective values of frequency. We have caused the 
desired signal B and the undesired com ponents C, D, etc. 
to become separated by virtue of the time delay betw-een 
them  and have provided a m easurem ent of the frequency 
spectrum  of the selected signal. This is the historic reason 
for the name time delay spectrom etry.

If the medium is dispersive, then the dotted  line to  be 
cut is as shown in fig. 6 for making accurate frequency 
measurements. The width of the relative time acceptance 
need only be large enough to  encompass the time smear 
(time delay distortion) of the system  under test. In the 
case of the room  test described above, the width is set a t 
13 milliseconds.

delay

Fig 6. A  d ispersive  m e d iu m  will  a l te r  the signal d e la y  in a 
f r e q u e n c y  d e p e n d e n t  manner.  P ro p e r  iso la tion  o f  a 
m u ltip a th  c o m p o n e n t ,  su ch  as B, is m a d e  in t im e-de lay  
sp e c t r o m e t r y  b y  t im e  ga t in g  in a m a n n er  c o n s is te n t  w i th  
tha t  d ispersion (sh o w n  as d o t t e d  line).

Time delay spectrom etry utilises a phase and amplitude 
coherent signal source and those familiar w ith coherent 
signal processing theory will recognise th a t the optim um  
gate (dotted line) and its associated apodisation for making 
a frequency spectrum  analysis is a com plex conjugate
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inverse filter for the signal B. This is the frequency- 
domain equivalent for a time-domain concept well known 
in com munication theory. When this is done there is a 
maximum separation of B from  the interfering m ultipath 
com ponents and room  noise interference on a mean square 
error basis. This allows us to  make a useful measurem ent 
even when the loudspeaker signal is of lower sound press­
ure level then the mean average level in the am bient sound.

d e l a y

Fig 7. Il lus tra tion  o f  the m a n n er  in w hich  t im e  de la yed  
c o m p o n e n ts  m a y  be p ro c e sse d  to  y ie ld  th e  a n a ly t ic  signal  
c orre spon d in g  to  the  lo u d sp e a k e r  im pu lse  response.  A  
b lo ck  o f  frequenc ies  is se lec ted  (show n b y  d o t t e d  lines) 
and all c o m p o n e n ts  o u ts id e  th a t  f re q u e n c y  range are 
rejected.  C oheren t  p ro cess in g  o f  the c o m p o n e n ts  with in  
the  narrow s t r ip  A  t  w i l l  y ie ld  the a n a ly t ic  signal value  
correspond ing  to  the  e p o ch  t Q a f te r  the e x c i ta t io n  signal  
A. Scanning  A  t  through the range o f  d e la y s  then gives  
the  c o n t in u o u s  a n a ly t ic  signal.

The spectrum  referred to  in time delay spectrom etry is 
also the time spectrum  as can be seen from fig. 7. If we 
cut along the do tted  line shown here we have isolated the 
frequency range of interest. To determine the time-domain 
spectrum  of this segment, we coherently sum along the 
segment At and slide it along the delay axis.

The process of cutting and sliding is, o f course, gating 
and scanning which can readily be done in either analog 
or digital fashion depending upon the instrum entation 
desired. For loudspeaker testing, a signal is applied which 
sweeps a known trajectory’ o f frequency versus tim e (as in 
fig. 4). The m icrophone picks up the delayed acoustic 
signal and passes it through a narrow bandwidth tracking 
filter. The center frequency of this filter is tuned to 
follow the precise frequency versus time behavior o f the 
loudspeaker voltage bu t with a time delay equal to  the 
path length delay of the com ponent to  be measured. In 
this manner the filter is tuned to  the exact frequency of 
the received signal a t every m om ent. O ther signals, taking 
longer or shorter delay’ times, will be picked up by the 
microphone bu t they will not pass through the filter 
because their frequency will never coincide with the 
filter acceptance frequency.

The ou tpu t of the tracking filter contains the desired 
com ponent o f a m ultipath arrival. The frequency spectrum 
of the signal path has been converted into a voltage that 
changes with time. The frequency co-ordinate has been 
conveniently changed into a time co-ordinate.

Because we use a signal that is characterised by an 
instantaneous frequency uniquely related to  each mom ent 
of time, we can use the fact th a t frequency and time can

be exchanged in their role. Thus while we normally con­
sider the causal world in which we generate a signal with a 
precisely known frequency as a function of time, we 
could just as easily think of the converse, non-casual, 
situation where the tim e metric is determ ined as a function 
of frequency.

The exchange of frequency and time leads to certain 
simplifications if we choose to  use analog instrum entation. 
For one thing, the tracking filter bandwidth plays the role 
of the time gate in selecting the desired com ponent, and 
windowing (apodisation) [3 1 ] is autom atically accounted 
for by the type o f filter selectivity chosen. For another, 
the*frequency spectrum  is presented w ithout the need 
of Fourier transform ation.

Whether we use digital or analog m ethods in time 
delay spectrom etry, tim e-domain properties are best 
obtained as a Fourier transform ation from the frequency- 
domain. This offers no difficulty because the frequency 
spectrum  is a tim e-dependent voltage and need only be 
multiplied by a sine wave of the proper frequency and 
integrated for the length of time corresponding to  the 
frequency range of interest.

A side benefit o f this is tha t it is easy to  perform  non- 
causal experiments where the time metric may be non- 
uniform, stop or even run backwards. For example, if 
the source signal only extends from  frequency f j  to  fo, 
the non-causal single-sided frequency spectrum  is obtained. 
The conversion from frequency to tim e-domain then gives 
the analytic signal directly w ithout the need for a separate 
Hilbert transform . This is the m ethod used to  obtain the 
published data on the tim e-dependent magnitude of the 
analytic signal, which is referred to  as the energy-time 
plot. [27]

Conclusion

I would like to  close this discussion with a few observa­
tions concerning past, present and future work in loud­
speaker evaluation. I have attem pted  to present a summary 
of some of the more im portant changes in loudspeaker 
signal analysis in which I have been privileged to partici­
pate.

The loudspeaker has always represented a severe 
challenge to the engineer. The reason for this, from the 
engineer’s po in t of view, was presumed to be mere instru­
m entation difficulties. I do no t believe tha t is the whole 
reason.

As many technically trained people are prone to  do, I 
naively presumed when I first began analysing loudspeakers 
almost a decade and a half ago, tha t I could bring contem ­
porary com m unication theory to  bear and simply over­
whelm the poor loudspeaker with technology. A fter all, a 
simple search through the literature revealed that the 
instrum entation then in use for loudspeaker testing was 
conceptually antiquated.

I soon found the error in my thinking. The evaluation 
of the acoustics o f loudspeakers and the room containing 
them proved to  represent a microcosm of all the difficult 
problems in wave propagation. A wavelength range of 
over ten thousand to  one is bad enough bu t the physical 
extent o f the im portant dimensions in a single experim ent 
range from below one th irtieth  wavelength to  greater than 
thirty  wavelengths for many practical loudspeaker systems. 
The loudspeaker as a com m unication medium is both 
dispersive and absorptive and even w ithout the room is 
best characterised as a m ultipath medium when one begins 
measuring the effect o f tweeter, midrange and woofer. 
Furtherm ore, much of the best linear mathem atics melts 
away before the obvious non-linearities possessed by all 
loudspeakers.

What I actually found was tha t I could learn from  the 
loudspeaker how to improve the holes in my own back­
ground of com m unication theory. A case in point is group
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delay, a concept which I frankly never understood in 
college studies bu t which I had been assured was properly 
defined “ som ewhere” . Everyone knows that there is 
Some actual time delay for a signal passing through a 
physical system bu t when group delay, which pretended to 
be th a t delay, was applied, non-causal solutions frequently 
resulted. Textbook derivations made a great deal of fuss 
about explaining th a t “ anticipatory  transients” did not 
really exist and could be explained as resulting from 
approxim ations in the presum ed frequency response. It 
was vaguely hinted th a t group delay could not be used 
near frequencies of absorption. But how close? And was 
it valid farther away? If so, then how far away?

As long as such problem s lurked only a t the fringes of 
measurement, no-one seemed bothered. But suddenly 
with loudspeakers, I found m yself deep in such considera­
tions. The problems could no t be ignored, particularly 
since they seemed to  be a t the heart of considerations of 
the importance o f phase response to  quality of reproduc­
tion.

I did finally find a solution to  the m ystery of time 
delay in a dispersive absorptive m edium  bu t only after I 
was forced to  do so by practical considerations of loud­
speaker reproduction. This solution has since been folded 
back into electrom agnetic problem s to  obtain correct 
answers. Group delay, it turns ou t, is never equal to  causal 
time delay in a minimum-phase system. One should not 
com pute the time delay of a loudspeaker by a measure­
m ent of group delay.

That is now part o f the past work in loudspeaker 
evaluation. I think it is fair to  say th a t much of loud­
speaker testing has caught up w ith linear com m unication 
theory. Pseudo-random sequences are now routinely used 
with autocorrelators to  measure the impulse response. [32] 
The Fast Fourier transform  is in full flood in frequency 
response measurement. [33] The Hilbert transform 
relations are now used for both the com plex frequency 
spectrum and the analytic signals. [ 10, 23, 34] Inverse 
filters, deconvolution techniques [35] transversal filters 
[30, 36] and even a prim itive Kalman Filter [37] have been 
used with loudspeakers and the correction of room 
acoustics.

That brings us up to  the present work in the testing and 
evaluation of loudspeakers. As the audio industry continues 
in this game of “ catch up” with the fund of knowledge 
accumulated over the years in o the r fields of com m unica­
tion, the question arises, “ where do we go from here?”
Will we reach a golden plateau where we finally can mea­
sure a loudspeaker with these techniques and know exact­
ly how it should sound. I think not.

I say this no t as a pessimist b u t as one worker in the 
field of analysis who feels th a t we have much more to 
learn from psvcho-acoustics and the lowly loudspeaker 
(I keep referring to  the loudspeaker but remember it is 
only one link in a chain of reproduction  and all the links 
have to  be known better). We know  the loudspeaker is 
non-linear; thus our present fund of linear analysis could 
soon become bankrupt. Also, we m ust remember that the 
function of a loudspeaker is to  ac t as the final interface 
with the most inaccessible and com plicated device of all, 
the human listener.

From my personal standpoin t the present work in the 
analysis of the loudspeaker and its role in reproduction 
lies in coming to grips with bo th  the linear and non-linear 
aspects of the listening experience. Some results have 
come out of this present analysis which I find startling.
[ 19] For example, we are accustom ed to  considering the 
time-domain and frequency-dom ain as the only representa­
tions of a signal th a t may be used for analysis. This, it 
turns out, is not the case. The time response is a rep­
resentation in one-dimension, time. The frequency 
response is also a representation in one-dimension, freq­
uency. We can map either of these representations into

the other by means o f the Fourier transform ation.
Neither representation contains m ore inform ation than 
the other, they merely have a different co-ordinate basis. 
A pparent end of story. But no t so. We can also map these 
one-dimensional representations upward to  two or more 
dimensions. The tim e and frequency-dom ain are thus 
only two of an indefinitely large num ber of possible 
domains we might use. We may have been casting our 
analytical gaze on the ground all this time, not realising we 
could look upw ard to  the heavens.

When this concept of interdim ensional mapping is 
applied to  loudspeaker reproduction we find that it is 
necessary to  treat the loudspeaker and its environm ent as 
a system, rather than as separate entities. This brings a 
whole new set of objective m easurem ents to  the fore.

The electrical current passing in to  the loudspeaker 
terminal is, as conventionally considered, a signal tha t is 
a function of time, the one-dimensional time-domain rep­
resentation. However, it is also a signal th a t represents a 
spatial, spectral, tem poral and intensity distribution of a 
virtual sound image. When we apply the rudim entary 
concepts of m ulti-dimensional mapping to  the loud­
speaker, we find tha t the signal param eters we must 
measure are som ewhat different from  those now consider­
ed de rigueur. For example, a classic distortion test for 
non-linearity involves the m easurem ent of the harmonic 
distortion terms generated from the application of a pure 
sinusoid. As in early frequency response measurements, 
the am plitude of the harm onic set is considered sufficient. 
Well, it turns ou t it is not sufficient to  measure am plitude 
when the newer analysis is invoked. The geometrical 
features of the higher dimensional representation depend 
heavily on the exact behavior of the harmonic species, 
including their phase angle relative to  the fundamental. 
Furtherm ore, the interplay of the param eters o f time of 
occurrence, spectral con ten t and relative intensity play a 
very im portant role. In standard harm onic distortion 
analysis it is no t necessary7 to  know if the fundam ental 
and its harmonics are shifted in relative time of occurrence 
as a function of to tal energy7. The newer analysis says we 
m ust measure for this and when this is done for loud­
speakers it is found th a t many loudspeakers actually do 
shift the relative tim e with signal level!

What this present analysis means is th a t we are not 
finished when we obtain a m easurem ent of the analytic 
signal response to  an impulse no m atte r how elegant the 
measurem ent may appear. We have just begun. One of 
the things we need to  do is to  detail the interplay of 
various aspects of th a t response and trea t the loudspeaker 
and listening environm ent as a system, because this system 
as a whole may warp the message being transm itted to  the 
listener.

Work is now in progress that is directed towards creat­
ing some new m easurem ents that appear to  be necessary 
in order to  characterise loudspeaker reproduction objectiv 
ely. The task lying ahead o f us is quite clear — develop a 
better understanding of the psycho-acoustics of percep­
tion and learn how to  correlate w hat can be objectively 
measured against th a t perception. This is not a vain hope 
bu t shows some promise of coming to  pass. The end 
product o f the loudspeaker is no t simply a sound field 
but includes those properties of reproduction necessary tc 
create the proper acoustic illusion in the mind of the 
listener. We may ye t be able to measure w hat we hear.
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COMMUNICATIONS

PERSPECTIVES IN AUDIO ANALYSIS: CHANGING 
THE FRAME OF REFERENCE, Part I

Ric h a r d  C . H e y se r  

Jet Propulsion Laboratory, Pasadena, CA

The geometrical consequences of the process of “ changing the 
frame of reference” are considered from the standpoint of solving 
problems of an objective nature as well as the inferences to be 
drawn for subjective perception. A principle of alternatives is 
presented and used for the development of a mathematical expres­
sion for mapping a functional representation from one frame of 
reference to any other, regardless of the change in dimensionality 
or units of measurement involved. It is shown that Fourier trans­
formation cannot change the number of dimensions of a represen­
tation and is a special case of more general maps. A geometrical 
interpretation of the meaning of distortion is presented and one 
aspect of this tied to mapping a problem to a sequence space for 
measurement. The processes of scanning and imaging are as­
sociated with changes in the frame of reference, and definitions 
are presented which show, among other things, that a hologram is 
a special case of a more general representational map which is 
defined as a holomorph. Other reference-changing concepts are 
considered from their meaning to audio analysis, including self­
repairing maps, metrizability, even- and odd-dimension forms, 
apodization, uncertainty relations, and spatial filtering. Predic­
tions are presented for advanced methods of intercepting and 
recording sound which come directly out of this geometric 
analysis, and examples are given of the type of processing re­
quired for recording signals in a one-dimensional holomorph that 
could be preserved as a modulated groove on contemporary disk 
recording, and a new type of two- and three-dimensional 
holomorph.

It has been said that geometry is an instrument. The comparison 
may be admitted, provided it is granted at the same time that this 
instrument, like Proteus in the fable, ought constantly to change 
its form.

 Arago, Oeuvres, vol. 2 (1854), p. 694 [1]

INTRODUCTION: This paper, as those preceding it, is a 
continuation o f a report o f one aspect o f research into one of 
the greatest problem s o f audio engineering, learning how to 
analyze and m easure what we “ h ea r .”

Finding a solution to this problem  is important because

M anuscr ip t  rece ived  Ja n u a ry  26, 1976.
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the end product o f audio engineering is the subjective 
listening experience. If we wish to advance audio engineer­
ing, we m ust be able to understand how our labors bear on 
the end product.

This problem , which is so easy to  define and discuss, is 
considerably more difficult to solve. The extent of this 
difficulty is generally underestim ated by those who do not 
attem pt to bring the hum an listener into the analysis.

At the present state o f  sound reproduction technology, 
the audio engineer shares the professional goal o f a magi­
cian. Both strive for the creation of an illusion in the mind 
of the observer. In audio this illusion is that of an apparent 
acoustic reality. The m ajority o f  listeners “ hear”  almost 
the same illusion. An industry is based on that premise.

But if we carefully m easure the sound field in the listen­
ing environm ent, we find that the actual sound com es, as 
we expect, from  discrete loudspeaker sources and could not 
have originated from the apparent space location o f  the 
illusory sources. One can, o f  course, set up replica sound 
fields that duplicate the proper w avefronts for creating a 
virtual sound source, but that is not w hat one finds in a 
normal listening situation.

If we wish to  understand how to “ m easure”  what we 
“ hear,”  then we must deal with subjective perception and 
the illusion of sound. W e cannot avoid it or pretend that it 
does not exist.

In the research, one aspect of which is reported in this 
paper, a serious attem pt is being made to bring both the 
personal experience of subjective perception and  the de­
scription of physical processes under one com m on set o f 
rules. This is an enorm ously com plicated task because it 
m eans that absolutely nothing can be left out as a “ special 
case .”  Every equation we now use must be accurately 
preserved within w hatever “ superm ath”  we attem pt to 
utilize, while at the sam e tim e every subjective element 
such as musical training, prior experience, how the ob­
server feels, what other stimuli are involved, and even 
personal prejudice must be given accounting in this same 
super math.

Underlying all of this work is a basic premise for which 
this author must assume total responsibility. That premise 
is that cognition, perception, and value judgm ent are sub­
jective operations perform ed on a set of sensory stimuli 
taken in context with previous experiences and based on
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rules o f  form and structure. Those subjective rules, derived 
from the substance o f physical experience, will parallel the 
rules o f the experience itself. It is this author’s thesis that a 
useful model for the rules o f form  and structure may be 
found in abstract geom etry which thus provides a com m on 
modality for the analysis o f  subjective as well as objective 
experience and establishes a bridge between them . This is 
not only a geom etry of the physical w orld, it is a geom etry 
o f perception.

The intent o f this paper is to present som e of the geom et­
ric concepts which are involved when we “ change the 
fram e o f reference. ’ ’ This process is one o f the m ost im por­
tant operations o f  human perceptive endeavors as well as in 
objective engineering. It is what we do when we consider 
things from another persons view , when we am plify a 
signal, when we search for inform ation in a signal, when 
we cut a record or listen to a loudspeaker reproduction.

It is all these things and m ore because we are considering 
the abstract application o f geom etry. The abstraction is that 
we associate certain geom etric entities with things rather 
than numbers. To paraphrase the w ords o f the m athem ati­
cian H ilbert [2], we may talk about points, lines, and 
surfaces, but these words could just as easily stand for 
tables, chairs, beer m ugs, or any object. But the additional 
abstraction we call for is that we not only think of objects 
but of actions and of conceptual associations. W hen we talk 
o f im ages, figures, signals, or spaces in this paper we may 
be dealing with anything that has an organized structure 
com posed o f definable e lem ents, be it an office building or a 
musical score. W hen we talk o f m apping, or transform a­
tions, or functional relationships, o r taking different view ­
points, we mean doing som ething to produce a new result.

We are not avoiding cognition and perception in such 
analysis. We are m eeting it head on by dealing with the 
relationship among the elem ents com posing that faculty 
and are using generalized term inology relating to the physi­
cal processes which underly it. N or are we diluting the 
m athem atical basis for analyzing physical processes be­
cause we are using those m ore fundam ental relationships on 
which our simplified engineering m athem atics is based. W e 
believe the results which are here presented can be of value 
in audio engineering.

REVIEW OF PREVIOUS RESULTS

In order to deal with the fundam entals, let us sum m arize 
some o f the results which have already been presented [3], 
[4].

A fundam ental premise was advanced that nature con­
forms to rules o f geom etry. By nature we m ean not only the 
physical world which we can m easure, but also our subjec­
tive perception obtained through our senses and interpreted 
as either an actual or an apparent reality. In this view  we 
align perception in accordance with our experience o f the 
way the physical world behaves. The very words we use to 
describe our subjective im pressions reveal the geom etric 
structure of our perception.

By geometry  we mean that branch o f analysis dealing 
with form , texture, and those relationships that do not 
change simply because we alter our frame o f reference.

The geom etric prem ise was presented in the form  o f  
postulates that asserted that 1) nature conform s to certain 
geom etric relationships, and 2) the effect o f distortion is to 
change the type o f  geom etry governing a process. Exam ­
ples w ere given o f the use o f these postulates, and certain 
predictions o f subjective effects dictated by these postulates 
w ere presented.

It was also shown that while our visual world is princi­
pally three dim ensional and Euclidean, this is not true of 
other perceptual relationships, particularly sound. W e not 
only need to accept other than three dim ensions, but we 
need to develop the facility to think in term s of any number 
o f  dim ensions and in a wide variety of units o f expression.

Perhaps the most significant change in the way we can 
conceptualize the structuring o f natural processes was 
shown to arise from an open-m inded investigation of an 
observation that is deceptively self-evident, but seldom 
considered, nam ely, nature does not solve equations in 
order to  function . People solve equations. The equations 
we set up and solve are nothing more than conceptual 
entities that model physical processes. W e have no right to 
assum e that we know “ th e”  equations of a process or that 
there cannot be other models in other fram es of reference 
that are just as valid.

In order to introduce som e o f these other models and 
frames o f reference, som e concepts were introduced from 
linear geom etry. Most o f  us actually use some o f these in 
our present analysis, but seldom recognize them for what 
they are. There is, for exam ple, a trem endously rich chapter 
in abstract mathem atics that is known as functional analysis. 
Functional analysis is an abstract form ulation o f the con­
cept o f an operator acting on a class o f functions. In that 
form ulation functions are regarded as elements or points o f 
a (possibly) infinite-dim ensional space, and operators 
transform  points into points. An exam ple o f this is Shannon 
and W eaver’s [5] pioneering work on a signal space of 2TW  
dim ensions (for messages of duration T  and bandwidth W) 
which has led to  the present concept o f a signal space [6] in 
which a signal can be considered a single entity or point of 
an infinite-dim ensional space.

Som e basic relationships were presented for dealing with 
one special type o f linear signal space in audio term s. This 
was done because the signal space concept can be just as 
valid in audio engineering as in other fields of com m unica­
tion analysis. A special vector space was presented that 
uses generalized all-pass functions [3] which can be used to 
write down the time response, by inspection from a lookup 
table, for network frequency responses which are expressi­
ble as rational polynom ial fractions in the frequency do­
main. This includes virtually every practical audio net­
work. One o f the values of this signal space lies in the fact 
that it allows us to com pletely bypass the Fourier transform 
and replace a com plicated integral with a linear super­
position of term s, all o f which have the same form. A table 
was provided for this purpose.

But there is much m ore to it than that, for it also turns out 
that another way of describing the same thing is in term s of 
functions expressed on A -d im ensional m anifolds. An 
exam ple o f  this was given as a representation o f signals in 
terms o f  com plex expressions in N  dim ensions in a form
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known as class C N. The frequency response is such an 
expression and is a one-dim ensional representation, a func­
tion only o f frequency, w hich m akes it C 1. It also turns out 
that the tim e dom ain equivalent o f  this, obtained as a 
Fourier transform ation from  the frequency dom ain, is also 
C 1. From purely geom etrical considerations we know  that 
there must be other, equally valid, expressions in tw o, 
three, and any num ber o f  dim ensions w e choose to  use. 
And the generalized all-pass expansion show ed us how  to 
generate such a space, a delay space o f  class C 2 w hich, 
because it is two dim ensional, can be expressed on a sur­
face, called the delay plane. It was shown that the reason 
why a linear superposition o f all-pass transfer functions 
could replace a Fourier integral in passing from  the fre­
quency dom ain to the tim e dom ain was because it actually 
represented a detour through the delay plane and bypassed 
the more direct Fourier route.

So, instead of having only tw o representations to play 
w ith in objective audio analysis, the frequency dom ain 
expansion and the tim e dom ain expansion, we actually 
have an unlim ited num ber o f representations in a great 
m any possible dom ains. These all represent the same th in g , 
but use different coordinates and dim ensions to  do it.

W hat has this m athem atical abstraction got to do w ith 
audio engineering? A great deal, because when we begin 
looking at som e o f these higher dim ensional m anifolds it 
turns out that the coordinates o f expression can be m ade to 
correspond to the way we describe what we hear. A bstrac­
tion vanishes when we realize that a frequency dom ain 
expansion can be com pletely accurate and yet have no 
meaning to a subjective listener because it is in the wrong  
system  o f  coordinates. I f  we can transform  the m easure­
m ent into the proper fram e o f reference, we can make 
contem porary m easurem ents subjectively understandable. 
Conversely, when we find out how to express subjective 
perception in the proper fram e of reference, we will know  
what to m easure.

It was also pointed out that a given num erical ranking for 
distortion in one fram e of reference could not autom atically 
be used to infer a com parable ranking for quality in another 
fram e o f reference [4], It does not follow  that one tenth 
percent distortion in an am plifier, as w e now m easure it, is 
always less objectionable on a subjective basis than one 
percent distortion, because the way in which it effects the 
m ultidim ensioned subjective illusion may have little corre­
lation with the way it modifies a special w aveform  in a 
one-dim ensional m easurem ent.

There were m any other results presented in the previous 
papers, but this short summ ary o f the m ore significant 
geom etric concepts serves to  illustrate the type o f thinking 
that we must use if we w ant to apply som e o f  these new er 
ideas to the problem of dealing with subjective perception 
in objective terms. W e m ust think in term s o f form , texture, 
and the relationship am ong things. W e must accept the 
m any analogies o f  form  (such as tim e-freq u en cy  duality) 
that abound in engineering, not sim ply as happy accidents, 
but as expressions o f  an underlying structure which we can 
use to gain a deeper understanding of not only how som e 
things happen the w ay they do, but why they should happen 
that way.

FRAMES OF REFERENCE

As stated earlier [4], signal processing consists o f  taking 
a signal, doing som ething to  it, and thus producing another 
signal. Let us expand that concept. W e need three concep­
tual entities: an “ inpu t,”  a “ p rocess,”  and an “ ou tpu t.”  
Let us call the input/ ,  the process m, and the output g. In 
standard m athem atical term inology this is expressed as

m:f  g

Let us now take a large conceptual step. Suppose we 
have an / .  For the sake o f illustration /  may be a voltage 
corresponding to one channel o f  a tw o-channel stereo sig­
nal. The conceptual step is the recognition that even w ith­
out our aw areness, there are m any g ’ s corresponding to that 

/ .  In fact there are an infinity o f  g ’s. W e happen to  be 
observing one o f the representations o f that signal, which 
we c a l l / .  There could be another person, using a totally 
different fram e o f reference, who is also observing the same 
signal, except that as far as he is concerned it looks like a g.

Therefore we do not have to do  som ething to  a signal in 
order to  have a different representation. W e need only 
change our fra m e  o f  reference. In fact, we could look on 
signal processing, which actually does som ething to a sig­
nal, as nothing m ore than a change of fram e of reference. 
The “ output”  is, in that concept, only a different view of 
the “ in p u t.”

This lets us take a larger view o f  audio engineering, and 
was the im plied philosophy o f  the postulative approach to
[4].

DISTORTION

W hat is distortion? From  this view point, distortion is a 
change in the type o f geom etry for the fram e o f reference 
we use. If the geom etry has a special kind of m etric, or 
m easuring rod, we can say that distortion has w arped the 
representation by producing a curvature in the space of 
representation. There are tw o kinds o f curvature we may 
consider, analytic and singular. If the curvature is analytic, 
we can always “ undo”  the process and end up with an 
undistorted, o r unw arped, representation. S ingularities are 
irreversible. That is why tw o classes of nonlinear operator 
were introduced in [4], and why the definition of nonlinear 
operator deviated from  the conventional m athem atical 
definition.

D isto rtion  changes a E uclidean  geom etry  C N to a 
nonEuclidean geom etry. If  we try to m aintain a description 
o f  this distortion in the sam e num ber o f dim ensions A , then 
we find that there is the equivalent o f a cross m odulation o f  
param eters when we enter into it from  an otherw ise undis­
torted fram e of reference. As a subjective exam ple, the 
position and tone values o f  a previously undistorted sound 
im age will becom e som ew hat cross coupled by distortion 
so that the position in space o f  a sound m ay be a function of 
its instantaneous values. This warping in representation is 
what we called representation distortion  [4].

In the case w here there is a m etric, and the distorted 
fram e o f  reference is o f the  special type know n as Rieman- 
nian, then we know that the description can again be con-
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verted to a Euclidean form  of higher dim ensionality [7] 
w ith a num ber of dim ensions no sm aller than lAN (N  + 1 ). 
Subjective listeners may subconsciously accom m odate to 
small am ounts o f distortion by considering the coordinate 
interactions as corresponding to new functional entities, 
thus enlarging the num ber o f perceptual dim ensions.

In a symbolic sense, m (which will stand for m apping 
operator) could be considered a window through which /  
views g. W hen we are a t /a n d  look through the w indow a tg  
w e may see a highly warped scene, from  our standpoint. 
H ow ever, an observer in g stands in an orderly world and it 
is / ,  which he views through the w indow , that is untidy.

Because the coordinate bases in /  and g may be totally 
different, even of different dim ensionality, we cannot au­
tomatically make judgem ents about the extent o f distortion 
until we move ourselves over to the proper coordinate 
fram ew ork. One way to do this is to pass a m easuring rod 
through the w indow m. W e give a person in that fram e o f 
reference a rod that represents a m easurem ent in a preferred 
fashion, such as an increm ent in one o f our param eters. 
Then we observe how he interprets that m easurem ent. If  the 
w indow is distorted, we will watch in horror as he bends our 
rod out o f  shape. W hen we com plain that this is no way to 
treat a precision instrum ent, he angrily retorts that he did 
nothing but accept a badly shaped instrum ent from  us, and 
we should know better than to use warped tools. The 
nonlinear window has caused a representation distortion.

This anthropom orphic discussion m ay convey, w ithout 
recourse to mathem atic sym bolism , the spirit o f  one way 
we can possibly m easure subjective distortion (what g ob­
serves in his fram e of reference) by objective m easurem ents 
(made b y / i n / ’s frame of reference). The m easurer/m akes 
an incremental analysis o f a signal by changing only one 
param eter at a tim e. The change which this produces in g ’s 
fra m e  o f  reference is determ ined. In this way we begin to 
build up a picture o f  just what it is that g  hears when we 
observe a nonperfect/ .

(V-dimensional form  is to be m apped by m apping operator 
m  into a signal g in M -dim ensional form.

W e have the A -dim ensional space o f f .  The principle o f 
alternatives allows us to speculate the existence o f another 
M -dim ensional space (Fig. 2). C onceptually, bring the two 
spaces together to form a com posite space o f either (A/ +  N)  
dim ensions (Fig. 3a) if none o f the coordinates of g are like 
those o f / ,  o r o f  ( M  +  N  -  R)  dim ensions if R  o f the 
coordinates o f g are like those o f /  (Fig. 3b).

m
f  g

N-dim M-dim

Fig. 1. Two persons viewing exactly the same thing will see it 
differently if they do not have the same frame of reference. If we 
see the situation as som e/in an iV-dimensional frame of reference, 
then how might it appear to a person who uses a different 
M-dimensional frame of reference? What mapm allows us to take 
the other person’s view?

_  f  
N -dim  

space o f f
M - d i m

space o f g

Fig. 2. The principle of alternatives allows us to conceptualize 
that if we have a valid frame of reference, then there will also exist 
a valid alternate view of the same thing, and a map can be found to 
transfer from one view to another. Think of these alternate frames 
of reference as individual spaces, shown here as amorphous blobs.

( n + m ) - dim 
space of m

N-dim 
space of f

M-dim 
space of g

PRINCIPLE OF ALTERNATIVES

Let us go back to  the concept o f m apping and o f im plied 
alternate representations of a signal. W e m ake the follow ­
ing assertion: “ There is no privileged fram e of reference, 
either for dim ensionality o r units o f  m easurem ent.”

W e may find certain fram es o f reference extrem ely con­
venient and may even find it impossible to im agine that any 
other systems exist, but they do. Let us advance that asser­
tion to a principle, the principle o f alternatives: “ There is 
an alternate fram e o f  reference for every defined situation. ’ ’ 

This principle may sound pretentious, particularly to 
those accustomed to  concepts o f geom etrodynam ics and 
quantum  physics, but it actually derives from  the geom etri­
cal structures w hich we are considering. Let us now use this 
principle to discuss mapping between alternate representa­
tions.

MAPPING

Consider the situation sym bolized in F igs. 1 - 4  which 
illustrate the conceptual steps involved in m apping from 
one fra m e  o f  re fe re n c e  to  an o th e r . A s ig n a l /  in

}( n * m - R )- dim 
space of m

space of f space of g 

b

Fig. 3. Even though/ and g are separate representations of the 
same entity, the map joining them is a geometric figure that must 
exist in the union of both spaces, a. None of the coordinates o f f  
and g are alike, b. A number of coordinates, R of them, are 
common t o /  and g.

m f

Fig. 4. The process of mapping consists of spreading/over the 
union of spaces forming the product of m and/  to do so, then 
removing the original N-space part by summing the product over 
all iV-space coordinates. This leaves g in the proper M space.
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W hat we have done is to create a new space that contains 
the representations o f /  and g as partitions. Now define a 
new signal m which exists (along with its necessary deriva­
tives) throughout the totality o f the new  space. The steps we 
will use to com e up with ag  in itsM -dim ensional space are 
as follows:

1) “ Spread” /th ro u g h o u t the entirety of the (N + M  — 
R)  space by the use of m.

2) “ F ilter out”  that part o f this spread signal that exists 
in the original A -dim ensional partition o f the (N + M  -  R)  
space.

3) W hat is left will be g in its M  space.
The engineering analog o f  this m apping process occurs 

when we want to heterodyne a signal from  one spectrum  
range to  another. W e cross m odulate the original signal 
with another signal that will cause the result to be spread 
over the desired spectrum  range, then we filter out those 
cross-m odulation products that are not wanted.

Getting back to the m apping, assum e the coordinates o f/  
are the following:

x =  x u x 2, •••, x N 

and the corresponding coordinates o f g  are 

£  =  € i ,  £ 2 , £ m .

m will be a function, defined throughout ( N + M) ,  which 
appears in the TV space as a hypersurface defined in term s of 
the parameters £  on a coordinate basis o f x. In the M  space 
this will appear as a hypersurface defined on the £  coordi­
nates in term s of param eters x.

In other words, each fram e of reference sees m as a 
geom etric figure defined in term s of certain param eters 
which correspond to the coordinates o f the other fram e o f  
reference. That is how the param eters o f a new space will 
always m anifest them selves, as certain properties which we 
view within our preset frame o f  reference.

To “ spread” / w e  m ultiply the figure / b y  the m  hyper­
surface as follows:

fix ) ■ m(x,£) =  f ix  j, x 2, • • •, x N)
■ m (xlt x 2, ••• x N, £ lt £2, •••, £m).

W e then allow the param eters /  to pass through a ll their 
values and sum  the resultant for all values of the coordinates 
x. This will produce g,

g(£) =  J fM  ■ m (x,£)dx  =  (fix), m (x ,£)J . ( I ) 1

X

g takes the form o f an inner product [3]. The inner 
product is one of the m ost significant geom etric relations 
we encounter in engineering, and the reason lies in its

' In this present simplified discussion, we are not considering 
the case where m is also dependent upon/or where the integral is 
taken with respect to the measure of m.  Nor do we consider the 
problem of the stability of m which may not allow us to return to 
precisely the sam e/in our initial frame of reference once we pass 
through other frames of reference. Both of these situations arise in 
perceptual processes and are important in subjective audio, but 
their discussion lies outside the intent of this paper, which is to 
introduce the basic concepts.

m apping properties. The sum o f  products is the fundam en­
tal form  in geom etric conversion from one frame o f refer­
ence to  another.

The process o f letting the /  pass through their values 
allows the hypersurface that is m (as seen i n / 1 s frame of 
reference) to sw eep through the space o f / .  It should be 
evident that the d im ensionality  (dim ) o f the mapping 
o p e ra to rs  is equal to the sum of the unlike dim ensions o f 
the signals it jo ins. If there are R  shared coordinates be­
tween /  and g,  then

dim m = d i m /  +  dim g — R.

If, for exam ple, we want to m ap a three-dimensional 
object into a tw o-dim ensional representation in which the 
coordinates are not shared, such as a conventional optical 
hologram , then we need a five-dim ensional m apping 
operator.

FOURIER TRANSFORMATION

This concept o f m apping gives us a different picture of 
som e o f the fam iliar operations of engineering. For exam ­
ple, consider the fundam ental process we know as the 
Fourier transform ation. It is difficult to imagine modem 
audio engineering without using concepts drawn from  this 
operation.

In geom etric term s, Fourier transform ation is a map 
between an N- dim ensional representation in a set of coordi­
nates x  and another /V-dimensional representation in a spe­
cial se t o f  coordinates £.  A Fourier transform  is an alternate 
view  o f the sam e signal in the sam e number o f  dimensions 
but in a different fram e o f  reference. W hat is special is that 
the mapping operator is a phasoid that uses a hyperplane as 
its angle dependence.

The equation o f a hyperplane p  in the coordinates o fx  is 
given by the inner product o f the coordinates x  and the 
param eters / ,

(x,£) A ^ ,  r 2 +  £ 2 x 2 + • ■ • +  Z,v x N =  p .

The param eters £ becom e the coordinates of the trans­
form ed expression. Because it is defined on a hyperplane 
which we allow  to sw eep through the space o fx ’s, the units 
o f  m easurem ent o f /  must be the inverse of the units of 
m easurem ent o f x. It can be no other way and still be a 
Fourier transform . W hat was tim e becom es inverse tim e, or 
frequency; w hat was space becom es inverse space, o r space 
frequency, etc.

The m apping becom es, in shortened notation, fo r  any 
number o f  dimensions

g(£) =  J f M  e i,x'(>dx  =  (fix), e iix-e)). (2)

X

On a technical point that will becom e important in sub­
sequent analysis, any reversible m apping operator that uses 
a hyperplane as its basis, and which is reciprocal in the 
sense that the m apping operator takes the same form  in the 
two dual spaces, is called a Fourier m apping operator [8]. 
The phasoid is such a Fourier operator and the mapping thus 
form ed is now called, sim ply, Fourier transform ation. 
There are, how ever, other Fourier-related maps that con­

TIMF DFI AY SPECTROMETRY 121



nect inverse m easured dual spaces, such as the Hankel 
transform  and the M ellin transform .

The special engineering advantage o f the phasoid hyper­
plane m ap (Fourier transform ation) lies in its unique 
periodicity properties and the fact that its form does not 
a l te r  u n d e r the  o p e ra tio n s  o f  d if fe re n tia tio n  and  
in tegration— so im portant in the solution o f  problem s in­
volving energy exchange.

The process o f  looking at a signal from  these special 
Fourier fram es of reference does not in any way imply that 
either 1) these are the only two views of a signal, or 2) the 
map we call the Fourier transformation is the only way to 
pass between Fourier fram es of reference.

If, instead o f a hyperplane, we have a m ore general 
hypersurface the phasoid map that is form ed be­
comes

g(£) = J f W  e iM x’c) dx = (f(x), (3)
X

Now the units o f m easurem ent of the £ and x do not have 
to be reciprocal. Nor do the num ber o f dim ensions o f g 
have to equal the num ber o f dim ensions of / .  This more 
general map is what this author has applied to audio m ea­
surements under the nam e tim e-delay spectrom etry (9],
[10]. In audio m easurem ents, and in particular in loud­
speaker m easurem ents under reverberant conditions, this 
author has published explanations of its use to  map a signal 
from  a tim e domain to a delay plane, thereby spreading 
com ponents in a form allowing ready isolation o f the 
anechoic from  the reverberant com ponents, and then map 
to a frequency domain for conventional display. Its more 
extensive geometric basis can be seen from  the standpoint 
o f the hypersurface map. It should now be evident why 
there was a special distinction given to the phasoid as a 
defined entity in [3],

There is, in fact, the further distinction that a cisoid is the 
form  the phasoid takes when the argum ent o f the phasoid is 
a hyperplane. W e will define an A -dim ensional cisoid as the 
com plex exponential that has a hyperplane argum ent,

g i( x ,€ )

W hat this discussion is intended to show is that a Fourier 
transform ation is a special case of a m ore general map. 
Fourier transform ation is a shuttle that passes between 
representations o f the sam e dim ensionality but o f  reciprocal 
units o f m easurem ent. If we wish to travel to  different levels 
o f dim ensionality and other units o f m easurem ent (relate 
what we m easure to what we hear, for exam ple), we cannot 
use the Fourier transform ation but must follow  a different 
m ap, such as the hypersurface maps. It may be tim e to get 
off the shuttle if we w ant a change of scenery.

A nd, because it is so im portant to audio engineering, let 
m e repeat a point made in an earlier paper on this subject
[3], If by the pitch o f  a musical signal we mean that attribute 
which can change with relative tim e to form  a glissando, 
then pitch is not frequency. Frequency is the coordinate*, 
say, and tim e will then be the coordinate £ under hyper­
plane (Fourier) m apping. We cannot form  a view in a  
reference system involving both time and frequency. Our 
view m ust be taken in a reference system that has the proper

attributes, and we can do so w ith a phasoid hypersurface 
map onto a reference fram e o f mixed m easurem ent, such as 
the delay plane in which the coordinates are relative time 
and periodicity (or pitch) m easured in the units o f  inverse 
relative tim e. W hen w e do that, a glissando becom es a 
p e rfec tly  accep tab le  en tity  invo lv ing  the change  of 
periodicity w ith relative tim e. H ow ever, if  the tone stays at 
one periodicity forever, then this is a m ap to one dim ension 
where relative tim e no longer has significance, and then, in 
this one-dim ensional fram e o f reference, we have a tone o f 
fixedfrequency. That is the only correct way of equating the 
pitch o f a tone with its frequency on a one-to-one basis.

MAPPING TO A SEQUENCE SPACE

In order to know w hat the com ponents o f the subjective 
image are, in terms of the two one-dim ensional functional 
representations which we call the left- and right-channel 
stereo signals, we must recognize that each dim ension of 
the subjective illusion m ay in fact correspond to  a com pli­
ca te d  fu n c tio n a l re la tio n sh ip  in  th e  a l te rn a te  o n e ­
dim ensional spaces. Furtherm ore, these one-dim ensional 
spaces do not stand alone, but are linked by the acoustic 
properties o f the listening environm ent.

It often turns out that the coordinate-m apping process 
from  the one-dim ensional voltages in an audio chain to the 
m ultidim ensional subjective illusion is more readily han­
dled in term s o f an interm ediate m ap onto a space of se­
quences. That is exactly what is represented by the Fourier 
series expansion o f a function. W hen we solve for the 
Fourier series corresponding to  a periodic function, we are 
m aking use o f a one-to-one map o f the function space onto a 
space o f  sequences. This is not the way most engineers look 
upon Fourier series expansions, but it is a geom etric in­
terpretation  that com es directly out o f  the celebrated 
R iesz -F ish e r  theorem  [11].

The purpose o f  this exposition is to  point out that one 
coordinate o f  the subjective illusion may correspond to 
paired sine-w ave voltages in the audio reproducing chain, 
while another coordinate may correspond to other paired 
sequences. Thus a pure tonal o f a definite pitch in the 
subjective im age m ay be the equivalent o f a pure sine-wave 
signal in the audio voltage. An increm ent in intensity is a 
change in the energy o f  the sine waves, while an increm ent 
in spatial position m ay be a sequence shift o f relative 
intensity and tim e o f  occurrence.

In order to  test an audio com ponent we generally need 
som e sort o f m easuring rod. One way to generate such a 
m easuring rod is to m ap a continuous functional representa­
tion into an appropriate set o f  sequences and analyze how 
these sequence values are a ltered  by changes in the 
dynam ics o f the continuous representation. If we can iden­
tify certain  com binations o f sequences with subjective 
image dim ensions, then the change o f  sequence sets due to 
the presence of program distortion may yield clues concern­
ing the changes to be expected in the subjective illusion.

In its sim plified form , this is what we do when we 
m easure the harm onic and interm odulation distortion of an 
audio com ponent. We are using a signal /  with a known 
periodicity and m apping it to a sequence space g by using a
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mapping function with a periodicity related to / .  O ur sine- 
wave signals, filters, and dem odulators are the engineering 
manifestations o f  the elem ents o f Eq. (1).

DEFINITIONS

W e have now arrived at the place where som e specialized 
definitions are needed.

Alternate space. The space o f representation for an 
alternate view.

Dual space. Those special alternate spaces which have 
the same dim ensionality and are dually linked by the prop­
erty that the vectors o f each space correspond to the “ coef­
ficients o f expansion”  o f  the vectors o f the other space. In 
functional analysis, the dual space is identified as the space 
o f  bounded linear functionals.

Duality. The dual state or quality arising out o f alter­
nate representations in dual spaces that gives rise to a 
property in one space having analogous form  with another 
property in the dual space. Duality is the rule, rather than 
the exception, in physical problem s.

Alternatives. Those equally valid viewpoints express­
ed in different frames of reference and corresponding to 
alternate spaces.

M apping space. The com posite space form ed from  
a lternate  spaces and th ro u g h o u t w hich  the  m apping  
operator m  m ust be defined in order to  map a figure in one 
alternate space into a figure in the other alternate space. 
This is also called the process space  if  we perform  some 
process to change one figure into another. The mapping 
space is what we must consider when we w ish to exam ine 
two alternate views o f a given situation. The m apping space 
is the union o f the alternate spaces.

Illuminating function. The special type o f space-filling 
mapping operator form ed throughout all o r part o f the 
mapping space by means o f wave propagation  or its anal­
ogy from an equivalent source of illum ination, also called 
illuminating operator. The values o f  sound at every place in 
a room that is caused by a source of sound in that room . This 
is obviously a special case o f a more general mapping 

function, since wave propagation is a special type o f rela­
tionship between parts o f a space-filling function.

Hologram. A lternate representations m apped from  
each other by an illum inating function. This unusual defini­
tion preserves the m ore com m on expression of a hologram  
as that diffraction pattern o f an object form ed by com bined 
interaction o f  scattered w avefronts from the object and the 
source o f illum ination. But in addition it opens up the 
hologram to a more general interpretation in any type of 
space, in any num ber of dim ensions, and with any type of 
illumination.

Holomorph. A lternate representations connected by a 
mapping operator because they are both whole form s  of the 
same thing. O bviously, a hologram  (whole writing) is a 
special case of a holom orph. The adjective holomorphic is 
used in com plex variable theory to  denote the condition 
where every point in a region has a uniquely determ ined 
derivative . T his ad jec tive  use , and the fact tha t an 
A-dim ensional holom orph in Euclidean space is C N is quite 
consistent, even though the word holomorph  as a noun is 
apparently not found in the m athem atical literature. All

valid alternate representations, such as those jo ined by 
F ourier transform ation , are ho lom orphs. H olom orphs 
form ed by illum inating functions are hologram s.

G loba l-loca l map. W hen ‘ ‘everyw here’ ’ in one figure 
is m apped to a localized region in an alternate figure.

Point-to-point. W hen each single point on one figure is 
m apped to a corresponding single point on an alternate 
figure. If local regions are m apped to corresponding local 
regions, we shall call it loca l-loca l. The other extrem e of 
this is where everywhere is m apped into everywhere, a 
condition we shall call g loba l-g loba l. Phonograph rec­
ords, magnetic tape, and television scanning are point-to- 
point maps.

Intersection o f  spaces. The shared region when spaces 
o f  representation overlap in shared coordinates. The region 
o f dim ensionality R is an intersection. Feedback and any 
form  o f shared interaction can only occur in the intersec­
tion.

Coincide. W hen the dim ensionality o f  both o f two 
spaces is equal to the dim ensionality o f  their intersection, 
the spaces are said to coincide.

Include, im bed. W hen the d im ensionality  o f  two 
spaces is different, and the dim ensionality o f  the inter­
section is equal to that o f one of the spaces, the other space 
will be assumed to  be o f larger dim ensionality and the 
sm aller space w ill be said to  be included, o r im bedded, in 
the larger space. The larger space will be said to include the 
sm aller space. The process o f increasing the num ber of 
dim ensions of a representation to end up with a representa­
tion that has the original dim ensions plus some new ones, 
will be called expanding. The inverse of this operation will 
be called contraction.

The definitions may grate on the sensibilities o f  those 
engineers who pride them selves on their practical approach 
to audio engineering. B ut what w e are doing is describing 
the relationship between th ings— and that is the true power 
o f  geom etry. F orm , shape, texture, and how som ething 
appears when seen from  a different point o f  view is w hat we 
are discussing here.

W hen an engineer designs a gadget to do som ething, he 
has created a relationship between the input and output, 
w hatever they may be. Engineers develop com mon sense 
by observing how things are related. W e can all be at a 
com plete loss, how ever, when we find difficulty seeing the 
relationship between things that we know must be related, 
but w hich, for one reason or another, we cannot observe, 
and hence consider “ com m on sense .”  It is then that such 
definitions are useful. One of the most belittling experi­
ences is to deride the “ black a rt”  o f  a craftsm an who gets 
consistent results by a certain ritual which he cannot explain 
and then to discover that his actions in fact held a deeper 
technical significance than we understood at that tim e from 
our sim plified mathem atical model.

REFERENCES

[1] R. E. M oritz, On M athematics and Mathematicians 
(Dover, New Y ork, 1958), p. 694.

[2] M. K line, M athematical Thought from  Ancient to  
M odern Times (O xford U niversity P ress, New York, 
1972), p. 1010.

TIME DELAY SPECTROMETRY 123



[3] R. C. H ey ser, " T h e  D elay  P lan e , O b jec tive  
A nalysis o f Subjective P roperties, Parts I and I I ,”  J. Audio 
Eng. Soc., vol 21, pp. 690-701 (Nov. 1973); p p .786-791 
(Dec. 1973).

[4] R. C. H eyser, "G eom etrical Considerations o f Sub­
jective A ud io ,”  J. Audio Eng. Soc., vol 22, pp. 674-682 
(Nov. 1974).

[5] C. Shannon and W. W eaver, The M athematical 
Theory o f  Communication (University of Illinois Press, 
U rbana, 1949).

[6] L. E. Franks, Signal Theory (Prentice-H all, En­
glewood C liffs, NJ, 1969).

[7] C. W eatherbum , Riemannian Geom etry and the 
Tensor Calculus (Cam bridge University Press, London, 
1966).

[8] R . Bracewell, The Fourier Transform and its Appli­
cations (M cGraw-Hill, New York, 1965).

[9] R. C. H eyser, "A coustical M easurem ents by Time 
Delay Spectrom etry ,”  J. Audio Eng. Soc., vol 15, p. 370 
(1967).

[10] R. C. Heyser, “ Loudspeaker Phase Characteristics 
and Tim e Delay D istortion, Parts I and I I ,”  J- Audio Eng. 
Soc., vol 17, p. 30 (1969); p. 130 (1969).

[11] E. C. T itchm arsh, The Theory o f  Functions (O x­
ford University Press, London, 1968).

About the Author:

Richard C. Heyser received his B.S.E.E. degree from 
the University of Arizona in 1953. Awarded the AIEE 
Charles LeGeyt Fortescue Fellowship for advanced 
studies, he received hisM .S.E.E. from the California Insti­
tute of Technology in 1954. The following two years were 
spent in post-graduate work at Cal Tech leading toward a 
doctorate. During the summer months of 1954 and 1955, 
Mr. Heyser was a research engineer specializing in transis­
tor circuits with the Motorola Research Laboratory, 
Phoenix, Arizona. From 1956 until the present time he has 
been associated with the California Institute of Technology 
Jet Propulsion Laboratory in Pasadena, California where he 
is a senior member of the JPL Technical Staff.

Mr. Heyser has presented several papers before the AES 
and is a member and Fellow of the Audio Engineering 
Society, the Institute of Electrical and Electronic En­
gineers, as well as Tau Beta Pi, Pi Mu Epsilon, Phi Kappa 
Phi, Sigma Pi Sigma, and Sigma Xi. He is also a member of 
Theta Tau.

124 TIME DELAY SPECTROMETRY



Reprinted from JAES, vol. 24, no. 9, pp. 742-751, 1976 November.

COMMUNICATIONS

PERSPECTIVES IN AUDIO ANALYSIS: CHANGING 
THE FRAME OF REFERENCE, Part II

R ic h a rd  C. H e y se r  

Jet Propulsion Laboratory, Pasadena, CA

SCANNING AND IMAGING— A POINT OF VIEW

A phonograph record, if we could stretch the spiral 
groove out to  a straight line, is a point-to-point m ap be­
tween a tim e-dependent signal and a m echanical deform a­
tion o f a place on the groove. Is this a good m ap? The 
answer to that depends upon what our econom ic require­
ments may be. From  the standpoint o f  the convenience of 
the inverse m ap from m echanical to electrical reference 
(which we call scanning), it is a very good map. B ut from  
the standpoint o f utilization of the record base, it is terrible. 
A ctually, the entire program  is on that long thread which 
cutting engineers find bothersom e enough that it m ust be 
vacuumed up and throw n away.

A lso  it is a p o o r m ap from  an o th er g eo m etrica l 
standpoint. It is a property o f  point-to-point maps that each 
single error is forever passed on as an error w ith no chance 
for “ healing”  or reducing its prom inence. A scratched 
record will always destroy program  values at the dam aged 
places. Is there a better map to elim inate these defects? The 
answer is a resounding affirmative.

In order to provide an illustration, let us consider an 
analogous situation that can be readily  visualized. Assum e 
that we want to take a two-dim ensional scene, such as a 
m o nochrom e p h o to g rap h , and  co n v e rt it to  a o n e ­
dimensional signal that may be equated to a time sequence.

Editor’s Note: Part I of Perspectives in Audio Analysis appeared 
in the October issue.

This is obviously the problem  of television scanning, and 
the corresponding geom etry is shown sym bolically in Figs. 
5 and 6. The scene is shown as / ,  the resultant one­
dim ensional representation is shown as g, and the mapping 
function by m.

If the coordinates o f /a n d g  are independent, then m  must 
be a three-dim ensional operator, and th is is shown in Figs. 
5 and 6 as a rectangle. W e can o b se rv e /an d  g, but m is the 
process and not observable in our normal fram e of refer­
ence. H ow ever, artistic license is taken in Figs. 5 and 6 to 
sym bolize what is going on.

M apping consists o f m u ltip ly in g / times m  and summing 
the product as all values o f /  are swept over. In television 
we can take each ‘ ‘ hypersurface in f  ”  o f  m and place it over 

/ a s  a transparency and pass light through the sandwich thus 
form ed in order to get a product scene m • / .  W e sum the 
product scene by collecting the total transillum inated light 
and passing it to a photocell to produce a single numerical 
value.

Consider that m is a deck of cards with a single card for 
each value of £. Conventional raster scan is the case where 
each card is totally opaque except for a pinhole, and the 
pinhole occupies adjacent coordinates o f  x  for successive 
values o f  £. This is sym bolized in Fig. 7 a , which represents 
how each successive card in the deck would appear if 
fanned out onto a table. This is the point-to-point analog of 
scanning a phonograph record, and it is an instructive view 
o f television raster scan.

The problem  with this type o f  scan is that missing cards 
in the deck, particularly connected sequences o f  cards co r­
responding to a run, lose substantial inform ation. In order 
to  com bat the “ lost im age points”  due to  bad sequences, 
such as an interrupted transm ission, w e can shuffle the deck 
so that no tw o adjacent image points are represented by 
adjacent cards, such as sym bolized in Fig. 7b . This scan­
ning m ethod w orks very well and is known as pseudoran­
dom scan. Single blem ishes still disrupt the corresponding 
im age point on g, but long interrupted sequences o f £ are 
draw n from  such a distributed sequence o f image points that
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the basic form  of the im age can still be constructed.
A more efficient m ap is a global-local map where the 

entire scene of/  influences each point o f  g. In order to do 
this we can replace each card of m  by another card that 
contains its own unique random  scene, such as shown in 
Fig. 8. The type of scene to use depends upon the desired 
geom etric results in g . If  we have reason to  believe that each 
value of g m ay be corrupted by a random  disturbance during 
transm ission and we wish to reconstruct a new scen e /' from 
the received g , we choose the statistics o f the m hypersur­
faces (each card o f  the deck) to match those of the interfer­
ence.

This process of image transm ission is far m ore efficient 
from  the standpoint o f im m unity to random  influences than 
any point-to-point scan. Each card o f the deck can be

Fig. 5. Sym bolic representation of a generalized mapping pro­
cess between a two-dimensional s ig n a l/a n d  a one-dimensional 
signal g . Each coordinate point f , in the one-dimensional signal is 
represented in the space o f /b y  a two-dimensional mapping image 
m (xj,x2,f i) ,  shown here as atwo-dim ensional slice o f  the required 
three-dimensional mapping space. Conversely, each coordinate 
point in the two-dimensional signal (xi,., jc2j) is represented in the 
space o fg  by a one-dimensional distribution shown
here as a line in the mapping space. T o m a p /in to g we have two 
alternatives. We may either multiply all o f f  times each two- 
dimensional mapping image and sum the product scene over all 
space values o f / to  give each signal value at each point o fg . Or we 
may multiply each scene value of /  times the corresponding 
distribution for that scene coordinate point and sum all such 
products to give the one-dimensional g .

collimated

Fig. 6. Example o f  a television scanning process using the 
geometrical basis o f Fig. 5. In this case the scene is multiplied by 
two-dimensional mapping slices and summed to give the voltage 
corresponding to a single value o f the video waveform. For 
illustration it is assumed that the scene and each mapping is an 
optical transparency and summation is performed by optical 
means.

considered a vector o f an infinite-dim ensional vector space, 
if  we w ant to think o f it in those term s. This shows the 
conceptual tie between infinite-dim ensional vector spaces 
and finite-dim ensional manifolds.

Because it is g lo b a l- lo ca l, a piece o f g  can be used to 
reconstruct all o f f . The penalty paid is th a t/ ' will be either 
noisy, or out o f focus, o r whatever defect the designer 
elects to design into the process o f m as a tradeoff for lost 
inform ation.

This then is the result o f the geometric analysis. To map a 
tw o-dim ensional im age onto a one-dim ensional sequence 
in a m ore efficient m anner than now done, we use another 
series o f m apping im ages. The m apping images should 
have distributions o f  values that are mutually orthogonal 
(zero inner product for unlike term s) in each o f  the two-

sequential pinhole positions

? .  f t  f t  f t  f t ,  f t

a

random pinhole positions

b

Fig. 7. a. If each o f  the two-dimensional slices in Fig. 6 is 
opaque with the exception o f  one pinhole, and the successive 
slices have pinholes occupying successive positions, then this is a 
point-to-point continuous map which corresponds to standard 
television scanning. If w e could place slices next to each other as 
playing on a table, they would appear in this fashion, b. If the 
sequence of slices in Fig. 7a is redistributed so that adjacent slices 
no longer correspond to adjacent pinhole positions, then the scan­
ning is still point to point, but now it has a pseudorandom proper­
ty-

random  scenes

' I  \  '

O f
L- r - J

£  £ ,  ^3  S *  S ’®

Fig. 8. A more general map uses slices which represent com ­
plete and separate images. This forms a global-local map in 
which each coordinate point o f the video signal contains informa­
tion about the entire scene being scanned. If each mapping image 
is orthogonal to all the rest and has the same autocorrelation, then 
the same scenes may be used for a reversible map from the video 
waveform to the original scene. If the autocorrelation varies from 
one £  value to another, then this map is not reversible in one step 
but must pass through an intermediate space in order to reconstruct 
the original scene.

126 TIME DELAY SPECTROMETRY



dimensions o f  the im age fram e o f reference as well as 
orthogonal along the param eter that becom es the one­
dimensional fram e o f reference.

W hen we do that, we have a g lo b a l-lo ca l m ap that 
provides the greatest im m unity against the effects o f  errors 
in handling the one-dim ensional sequence, including re­
duced channel capacity. W hen w e again reconstruct the 
two-dim ensional im age by the inverse g lo b a l- lo ca l pro­
cess , any error is spread everyw here in such a fashion that it 
is optimally suppressed as a differential increm ent on an 
otherw ise perfect reconstruction.

This m ore optim um  mapping is true for any process we 
wish to im prove, and orthogonal scanning figures should be 
used rather than less optim um  scanning m aps. If  we w ant to 
map an audio program  into another form , we need a se­
quence o f  orthogonal audio program s, if  we want the least 
error sensitivity.

SELF-REPAIRING MAPS AND FORM MAPS

If nothing else, this different geom etric viewpoint of 
engineering teaches us that form  and texture can be very 
im portant attributes. W e can take geom etric shapes w ithin a 
given coordinate basis and map to a space w here the shapes 
represent dimensions. This is analogous to an operation in 
linear spaces wherein a space can be m apped to a conjugate 
space where vectors in the original space becom e function­
als in the conjugate space except that we can change this in 
turn to a space where certain sets o f functionals becom e 
determ ining dim ensions and o ther functionals are ex ­
pressed in those dim ensions.

All o f  this is not as weird as it may appear at first g lance, 
because many of these things begin to  sound very m uch like 
the way many persons describe their perception of sight and 
sound. C onsider this; a m usically trained person  can 
“ hear”  a musical chord as a thing that is alm ost a discrete 
entity. He does not perform  a spectrum  analysis on each 
tone and its partials, but it is so strongly identified in his 
mind as a coordinate that he can mentally “ hear”  the chord 
and use it as a basis o f com parison even if all he perceives is 
visual marks representing notes in a score. For others, 
articulated sequences o f chords may be ju st as im portant. 
All in all, then, there are alternate spaces in which form  is a 
determ ining dim ensional attribute.

W hen one accepts this, it is not unreasonable to inquire 
what are the fewest num ber o f attributes to  “ rem em ber”  a 
scene or com m unicate the essence o f an experience, such as 
a caricature sketch that can identify one experience out of a 
great many. These considerations lie within the purview  o f 
engineering when we invoke geom etry.

On a technical level it would appear from  certain geom e­
tric mapping conversions that an incredibly smaller num ber 
of param eters may be needed than one might assem ble from 
a more conventional coding schem e in order to characterize 
a com plicated situation. Furtherm ore, substantial d ism em ­
berment or disfiguration o f portions of an alternate rep­
resentation may not have a significant effect on the recon­
structed figure until a threshold in deform ation is achieved, 
at which occurrence everything goes bad. For exam ple, we 
might be able to  identify a melody form ed out of grossly 
modified sounds w hich, heard singly, represent something

else to  us.
The reason for this is that if  overall form  contains the 

inform ation, dam age can be ‘ ‘repaired’ ’ by choosing form s 
such that equilibrium  is achieved by applying som e type of 
“ stress”  that tends to draw  out local errors to be absorbed 
into the proper figure. This can continue until the local 
errors becom e so substantial that the stress yields a new  
form  that corresponds to  another possible figure. An analog 
of this occurs in present linear m athem atics in mapping and 
is called the “ alm ost everyw here”  (ae) lim itation, an apel- 
lation used to indicate that there are sets o f m easure zero 
that “ get lo st”  when we attem pt to  recover them by an 
inverse map.

This “ repairing”  can only take place if there are a 
predeterm ined num ber o f acceptable form s and a forced 
choice is made as to which form  the deform ed signal most 
closely represents. In com m unication theory we normally 
use each possible signal as a coordinate o f an extremely 
large space (for exam ple, 2TW  dim ensions w here T  is the 
length of m essage of bandw idth W) and use as a measure o f 
closeness the pow er criterion o f  mean square error. W e can 
thus ‘ ‘repair’ ’ by perform ing a forced choice am ong a finite 
set o f allow able forms and apply conditions on pow er 
spectral density as the “ stress” .

The use o f  form fo r conveying inform ation in a modest 
num ber of repairable alternatives is quite interesting. W hile 
it verges on careless speculation, the com m unication prob­
lem  o f genetic transfer or o f the body’s im m une system may 
yield to such views wherein the geom etric form is the key. 
In an exam ple closer to audio , we may begin to inquire what 
is really necessary to establish a m elodic contour, or even 
the pitch of a tonal structure. A nd, as if  it were not already 
obvious, the spaces o f  psychoacoustic “ dim ensions”  is 
certainly part o f this concept, as is a properly structured 
subjective fram e o f reference that uses words to describe 
evoked im ages o f acoustic form. By properly structured, I 
mean the use of w ords that have a previously defined 
m eaning.

METRIC OR NONMETRIC GEOMETRY

W e have some fundam ental problem s when contem plat­
ing the type of geom etry to  use for audio engineering. One 
o f  the m ore serious questions concerns whether we need a 
metric.

O ur fundam ental assertion is that a signal in one form and 
dim ensional representation can be changed into another 
representation in a different num ber o f  dim ensions. I f  it is 
the sam e signal (only viewed in a different frame of refer­
ence), then what rem ains invariant? W hat is the “ essence”  
o f  each signal that distinguishes it from all the rest no matter 
w hat coordinate basis we use?

If the different possible coordinates all have the same 
num ber o f  dim ensions and are m easured in the same units 
(such as distance in m eters), then the answer is simple —  
the line elem ent d s2 generates an invariant algebraic form 
o f  the second order. W e have a m easurable quantity from 
which we can generate a metric geom etry, and as a result 
have all o f  the riches o f  tensor calculus available for use.

But this is apparently no longer the case when we take the 
sam e signal and expand it to  alternate representations which
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do not have coordinates m easured by the same units. How 
can we m easure the increm ent between a value o f tone and 
space, or between “ w arm th”  and “ spaciousness,”  fo rtha t 
matter?

There is one second-order algebraic expression that may 
eventually suffice for alternate dim ensional use. This is the 
expression for energy and its density partitioning in term s 
o f system coordinates. Total energy density and its kinetic 
and potential density partitioning in all coordinates has a 
Pythagorean triangle relationship where the partitions in 
each dimension are related by Hilbert transform ation [12].

Because engineering deals with systems of finite total 
energy , it is geom etrically  significant to invoke th is 
Pythagorean relationship. This relationship was derived for 
signals that are of class L 2 ( —00, °°), which means the 
Lebesgue integral o f the square of the m odulus over the 
entire range o f independent variables is finite. In engineer­
ing terms the Pythagorean relationship holds fo r finite- 
energy systems.

It is a property of Lebesgue integration that when such an 
integral exists in one dim ensionality, it exists and has the 
same value in other dim ensionalities [13]. Thus we can 
infer that the relationship known as the Parseval formula
[14], which states that the integral o f the square o f the 
modulus of a function is equal to the integral of the square 
o f the m odulus of its Fourier transform , can be extended 
beyond Fourier transformation to  include the alternate ex­
pressions in any level of dimensionality.

This geometrical fact, although stated here for the first 
tim e, coincides with our common-sense observation that 
we should not be able to change the total energy of an event 
simply by altering our frame of reference. Hence energy is 
an invariant and may lead to a metric. W hat we do when we 
change frames of reference is alter the detail partitioning of 
the energy density. That, in fact, is why this author chose to 
define the term s “ kinetic”  and “ potential”  in term s o f  the 
frame of reference (see [12 p. 903]).

What is tantalizing about striving for an overall metric 
geometry is that when we consider the restricted versions o f 
this analysis that are now used by engineers, we find that 
they all have a metric. Furtherm ore, if we proceed as 
though some metric were present, even if we cannot yet 
identify what its significance may be, we get w hat appear to 
be proper answers for the effect o f  distortion. For exam ple, 
a distortionless reproduction o f  natural sound will preserve 
the space position o f  a musical instrument and not allow it 
to be a function of relative tim e or intensity o f the tonal 
structure o f what is being played. But a distorted reproduc­
tion will warp the representation such that position in space 
may be dependent upon other program  dynam ics.

For the present time, then, the analysis will proceed with 
an implied metric basis for the higher-dim ensional rep­
resentation o f those signals which are m apped upw ard from 
a reduced-dimensional metric basis. The only condition 
im posed on this will be physical experience. If, at any tim e, 
our model indicates a result contrary to physical evidence, 
then the model will be considered improper. The model has 
worked quite well so far.

W hy the concern for a metric? Because we want to 
measure what we hear. If there is some perceived property

that listeners consciously or subconsciously detect, then we 
w ant to know how to m easure and rank on that property. 
This is an enorm ous problem and one that warrants the best 
w eapons in our arsenal.

EXPANSION AND CONTRACTION OF DIMEN­
SIONS

Just as Alice in the Looking G lass, we m ay “ go into”  a 
single dim ension and expand it as a tw o-, three-, or m ore­
dim ensional space. This should not be surprising, because 
we know that there are enough points on a line to generate a 
plane, or cube, or hypercube with nothing left over or lost
[15].

A person who is told that one o f  his dim ensions is 
actually a three-dim ensional space in another frame of 
reference should not be disturbed, because he is actually 
seeing everything that transpires, except that the subtle 
relations between the higher dim ensional attributes appear 
coded on his one-dim ensional line. If he chooses, he can 
m ap to  the proper fram e o f reference to  observe those 
interactions. It is just an alternate view.

SHARP EDGES AND APODIZATION

No m atter what alternate view we take o f a complete 
geom etric figure, boundaries and edges will be sharply 
defined because we have all the inform ation available to us. 
If we take alternate views of a piece o f the figure, and do not 
have knowledge o f the whole figure to which this piece 
belongs, then our uncertainty in knowledge takes a variety 
of geom etric properties as we form alternate representa­
tions.

There may be one or more special coordinate representa­
tions which present the piece as a figure with sharply 
defined boundaries. This includes the original space in 
which the piece was created as a part that was separated 
from  the w hole (the space of finite sam pling o f continuous 
signals, for exam ple), and those other spaces which are 
joined to it by point-to-point continuous maps. Spaces 
obtained through other m aps, such as g loba l-loca l maps, 
will cause the representation of the piece to be ill defined for 
its boundaries—  ‘ ‘fuzzy .”  This is because each point of the 
original space is spread into either a neighborhood of the 
new space or the entire space itself.

In addition to fuzzy, out o f focus, edges, the new rep­
resentation o f  the original piece of a more com plete figure 
may have footlike appendages for those regions of the new 
space where the normally diffuse values com bine coher­
ently. The process o f  modifying the spatial distribution of 
values in one space for the purpose o f m inim izing the 
sp rea d  o f  a p p e n d a g e s  in a n o th e r  sp ace  is  ca lle d  
apodization  —  literally, the elim ination of feet.

The use o f  the w ord apodization for this process is found 
in optics, radio astronom y, and surface acoustic wave 
technology. The term  “ w eighting”  is found elsewhere to 
denote this process for those situations involving the 
g loba l-loca l Fourier transform map. The more general 
process o f apodization, for any geom etric representation, 
involves modification o f values in phase as well as m ag­
nitude [12]. The modification o f  a m apping operator by the
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addition o f a weight kernel may be done for a variety of 
reasons, only one of which is to bound the extent o f space 
values in the new representation. For this reason this author 
prefers the specific term  apodization to denote the process 
done to modify spatial appendages.

In audio we find ongoing exam ples o f  apodization 
applied to the mapping between Fourier transform  do ­
mains. W e find that the Fourier transform  o f a rectangular 
pedestal is a sine function. Thus a sharp-boundaried gap in 
a m a g n e tic  re p ro d u c e  h e a d , w h ich  has a p e d e s ta l 
w avelength response, will give sin / / f  sidelobes in the 
corresponding frequency response. Because it is a geom et­
ric mapping result, the frequency appendages are non­
m inim um  phase. If we attem pt a standard frequency equali­
zation o f the drop in high-frequency response as the top end 
rolls off toward the first appendage notch, we can equalize 
the am plitude of the frequency response o f our m agnetic 
reproducer, but the phase response becom es nonuniform . 
W e need to  add a nonm inim um -phase all-pass network to 
correct the situation. G eom etrically a better solution is to 
apodize the reproduce gap to create a better frequency 
distribution. This can be done by shaping the distribution o f 
flux lines within the im m ediate vicinity of the gap.

In fact it is a general result that if  w e want to minim ize 
fuzzy edges and appendages in one dom ain due to  an 
incom plete set of data in another dom ain, we should 
apodize the data to avoid sharp edges. M axim ally flat 
frequency responses are to be avoided if, in achieving 
them, we m ust cause a sharp “ edge”  in response at either 
the high-frequency or low-frequency end. M ost o f us are 
aware that a sharp high-frequency cutoff causes a “ G ibbs 
phenom enon”  time sm ear in the reproduced signal. There 
is a com parable tim e sm ear that happens when there is a 
sharply defined high-pass frequency response [9]. The 
geom etric reason for this is that in our attem pt to equalize 
the energy in the signal so that all frequency com ponents 
have equal energy right up to a precipitous break in re­
sponse, we have caused a corresponding “ sm ear”  in the 
time delay of those pitch com ponents near the frequency 
“ edge .”

UNCERTAINTY AND SPATIAL FILTERING

W hen two spaces are m apped from  each other under 
g lo b a l-lo ca l rules, a point in one space is spread into the 
entire region o f the other space. As more and more points in 
one space are com bined to  define a figure, then the diffuse 
values in the other space gradually coalesce into the equiva­
lent alternate figure. F inally, when all points o f one space 
are accounted for, then the alternate figure is com plete and 
can have sharp edges.

We cannot have a sharp-edge broken-off piece in one 
space that corresponds to a sim ilar sharp-edge piece that is 
broken off the corresponding figure when spaces are jo ined 
by other than continuous point-to-point m aps. This means, 
for exam ple, that there can never be a frequency response of 
any audio com ponent that has zero m agnitude for any band 
of frequencies. If we try to  filter out all values of a band o f 
frequencies, we are attem pting to break a piece off a com ­
plete figure and must pay the penalty that all corresponding 
g lo b a l-lo ca l equivalent spaces have the figure spread

throughout the space. The tim e dom ain, obtained as a 
Fourier transform ation from the frequency dom ain, is such 
a space, and the result would be that the equivalent signal 
values would be spread throughout the coordinates o f the 
tim e dom ain— all possible negative tim e and all possible 
positive tim e. The response w ould thus be able to predict 
the future and is disallow ed.

W e can have nulls at single points o f frequency since this 
is the result o f  cancellation and not a broken-off piece. We 
also can see that the sharper and faster we try to filter out a 
range o f frequency com ponents, the more spread out will 
the equivalent tim e response becom e. But the time response 
will not spread into the future so long as we can only filter 
im perfectly. This also means that a clever audio designer 
will be able to  obtain spectacular filtering if he can predict 
the future. Since nature does not solve equations, we can 
“ pred ic t”  the future by delaying the entire signal and 
looking at selected com ponents “ before”  they com e out o f 
the delay device. This is a very useful circuit technique that 
has been used in com m unication circuits for over half a 
cen tury .

Since we cannot have any finite region of one space that 
contains everything corresponding to a finite region of an 
alternate space, there must be some engineering tradeoff 
between the relative size o f regions in alternate spaces that 
will contain “ m ost”  of the corresponding figures. And 
there is. For spaces coupled by Fourier transform ation, the 
tradeoff is to  choose regions that have an extent equal to the 
second m om ent of the corresponding signals [16]. When 
this is done, there is found to be a reciprocal spread o f these 
regions such that their product is equal to  or greater than a 
fixed value. This is called the uncertainty relationship, 
which denotes nothing more than the geom etrically obvious 
fact that the sm aller the region of knowledge we have about 
a figure in one space, the larger will be the spread of the 
region we m ust enclose to have com parable know ledge in 
the alternate space. It should be clear that not only is the 
uncertainty relationship an interspace mapping rule, but 
that this w ill be true for any dim ensionality of space and for 
many other m aps beside the Fourier transform ation [3].

It is regretable that the conventional expression in signal 
theory has the sam e form  as that o f certain quantum  
m echanical operators, because it has been mistakenly 
applied as a forbidden lim it in signal theory . There is a true 
indeterm inacy in quantum m echanics which reflects the 
lim ited application o f  the concepts of classical physics to 
the m icrocosm . But there is no such lim it in signal theory.

The difference lies in prior know ledge. Think o f this in 
geom etrical term s. If we knew  everything about a figure, 
and som eone were to  hand us a piece broken off that figure, 
then we could  not only identify that piece, but we could set 
about reconstructing the entire figure from only that piece. 
If we did not know everything about the figure, but had 
p rior know ledge that it is a statue of a horse, for exam ple, 
w e could probably do a reasonably good job  o f reconstruc­
tion of those parts o f the statue associated with the piece 
handed us. If we had absolutely no prior knowledge about 
the figure, then we could do no reconstruction— the piece 
must stand as is.

If  we have prior knowledge that the piece m ust belong to
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a figure that, in that space of representation, must obey 
som e physical ru les, then nature has given us a clue. W hat 
w e then do is determ ine what alternate space exists in which 
the properties of a figure are given characteristic signatures 
by the way in which the physical laws are also transform ed 
into that space. We then can map our piece to that alternate 
form  and match up properties to winnow dow n the alterna­
tives from  an infinite num ber (no prior know ledge) to  a 
finite set (prior know ledge). In this way we are exploiting 
our knowledge o f  the way things w ork and are not operating 
under the lim itations of an interspace m apping ru le. To 
som eone with no prior know ledge o f w hat the piece repre­
sents, we can “ violate”  uncertainty by g iv in g a m o re  exact 
description than he can. We are, o f  course, violating no th­
ing. W e are more intelligently using the alternatives avail­
able to us.

When we map a frequency transfer function from  the 
frequency domain to the delay plane expansion, we can 
separate each discrete signal path that corresponds to a 
different arrival tim e. In the delay plane we can pluck out 
one arrival tim e from  all the rest and map that com ponent to 
the time domain. To a person who must use the m ore direct 
Fourier transform  map, we appear to have violated uncer­
tainty because the tim e sm ear of the other paths with their 
imperfect frequency response has hopelessly overlapped 
the path we present to him . We have not violated uncer­
tainty. W e chose a m ap that let nature give us the necessary 
clues. That is one reason why the delay-space concept was 
developed by this author and elaborated at great extent. 
There are other m ultidim ensional spaces, but the delay 
space makes certain audio and com m unication problem s 
much easier to solve.

In more com plicated situations we m ay find it necessary 
to  m ap first to  one space, there extracting what we want, 
then mapping the result to a second space and continuing 
this process until we have lim ited the alternatives to som e­
thing we can handle. W e subconsciously do this in most o f 
our daily subjective decision processes. This is really what 
spatial filtering is all about. In com m unication analysis, the 
process o f mapping a signal to its Fourier equivalent space 
for processing, then m apping the result back to the original 
signal space, is called spatial filtering [17]. That is a fo rtu ­
nate term inology, because we can expand that concept to all 
available spaces.

There is an enormous philosophical im plication here 
w hich we will not pursue further at this tim e, but the more 
general concept o f  spatial filtering can be used to tell us 
m ore about a signal than we may have thought possible. As 
a  small exam ple, we know that a musical conductor can 
m entally isolate one instrum ent out of an entire orchestra 
and check its perform ance. This, the “ cocktail party ef­
fe c t,”  and many other observations such as the left and 
right hem isphere brain dom inance for differing acoustic 
signals and the dem onstrated difference between language 
and m usic, have been used by some to infer that there is 
som e capability within the human that transcends engineer­
ing practice. It does, if  we limit ourselves to the type o f  fil­
tering we normally use, but it is not unreasonable to infer 
that an alternate frame o f  reference can yield sim ilar resu lts. 
W hile we may not yet know how to do this, the fact that it

can be done infers that even extrem e differences between 
subjective and objective audio m ay eventually be analyzed 
by com m on methods.

EVEN- AND ODD-DIMENSIONAL FORMS

There is no fundam ental distinction between the con­
cepts o f m apping between representations of the same di­
mensionality and mapping between representations of d if­
fering dim ensionality. There are, how ever, som e consider­
ations which must be m ade if  the mapping process corre­
sponds to some situation in the physical w orld . One consid­
eration relates to causality if  the defining geom etry is that o f 
a dynam ic process. The most general m apping functions 
are not constrained toward preferred coordinate behavior. 
As stated previously, “ there is no inherent indignation in 
these transform s for a w orld with backw ard running 
clocks”  [12]. The engineer must use judgem ent and select 
the param eters that correspond to the reality o f the situa­
tion. As an exam ple, an inadvertent polarity reversal of 
phase in the frequency response will yield, through Fourier 
transform ation, an im pulse response that runs backw ard in 
time.

A second consideration relates to the distinction that 
exists between even-dim ensioned and odd-dimensioned 
spaces when a scalar solution is attem pted. For example, 
there is a difference between the solution o f the equation of 
w ave motion in tw o and three dimensions and the general 
fact that a diffusion always occurs in even-dim ensioned 
spaces, but may or may not occur in odd-dimensioned 
spaces. A nother exam ple is the even/odd dimension dis­
tinction in the scalar Radon transform [18] which, along 
with other m ethods of analysis, is now com ing into use in 
the problem  of reconstructing the density distribution of 

A -dim ensional objects from  a set o f (N  -  l)-dim ensional 
integral projections o f that density distribution (radio as­
tronom y, NMR zeugm atography, x-ray tom ography, ul­
trasound tom ography, etc .). The distinction between odd- 
and even-dim ensional behavior is elim inated if  the proper 
com plex representation is used. For that reason it is always 
advisable to m aintain the com plete form  (such as amplitude 
and phase, or real and im aginary, or pressure and velocity) 
for all audio engineering processes.

PREDICTIONS

It is possible to use som e o f the geom etric concepts to 
develop im proved m ethods of handling sound-related sig­
nals. A few of these will now be discussed.

INTERCEPTING SOUND

If our eventual intent is to develop an acoustic holograph, 
wherein a sound field is to be duplicated in spatial extent 
and dynam ic properties, but at a later time and in a different 
place, then we need to create and intercept the proper 
illum inating function. That was one reason behind this 
author’s call for a Rosette Stone signal since it, in conjunc­
tion with the regular recorded program , can approxim ate an 
illum inating function for future generations willing to ex­
pend the effort, even through our present technology does
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notallow  us the privilege o f hearing our own recordings and 
its included signal as a holograph.

It w orks this way. T he original sound intercept contains 
the acoustics of the enclosure and the frequency and angular 
defects in the m icrophone pickup. I f  we record a subsidiary 
acoustic signal that is capable o f defining the enclosure and 
m icrophone properties, then this signal can be com bined 
with the program  intercepted by those m icrophones to gen­
erate, in  two steps, a piecew ise diffraction pattern of the 
program , a hologram .

It will be necessary to intercept both pressure and particle 
velocity in order to preserve the m ore com plete field. These 
microphones do not need to be spatially coincident. Both 
linear and simple nonlinear properties o f the m icrophones 
and subsequent recording process can be rem oved by d e­
convolving the subsidiary signal from the data.

RECORDING

A more efficient m ethod o f  preserving sound-related 
signals was discussed under Scanning and Im aging. A 
g lo b a l-lo ca l map using orthogonal sequences o f  signals 
will y ield a record with properties considered rem arkable 
by contem porary standards, even though we can perform  
all the necessary steps to generate such a record today. No 
conceptual invention is needed, but we will require the 
developm ent o f faster and m ore powerful processors than 
now available.

In contem porary recording we have becom e accustom ed 
to som e equality between program  tim e and position along 
a groove or tape. This will not be necessary with a proper 
g lo b a l-lo ca l map. The result is that the am ount o f record 
material required for a program  with a substantial fre­
quency range will be dram atically sm aller than dictated by 
present methods. There will be no places on such a record 
corresponding to soft passages, loud passages, bursts of 
high frequency, o r thundering bass. Instead, each m om ent 
o f the original program will be spread into everyw here  on 
the record. A piece o f the record will contain the entire 
program . Ticks, scratches, and pops will not exist, no 
matter how badly the recording is m utilated, but the effect 
will be discerned as an increase in overall background 
noise. The signal-to-noise ratio will be a function o f the size 
of the record. A large num ber of program s, or formats o f 
program s, can be sim ultaneously impressed on the same 
record. The type and quality o f playback can be dependent 
upon the com plexity o f the playback processor available to 
the user, much as it is today for four-channel, tw o-channel, 
or monaural playback.

The process o f  generating such a record may consist of 
com puting the orthogonal mapping for the entire program , 
then transferring the result to a means o f recording. The 
record could be a spiral groove, an optical diffraction pat­
tern, a topographical surface, o r any m ethod capable of 
efficient duplication as a one-, tw o-, or three-dim ensional 
object.

The process o f playback may consist o f reading the 
record into a processor, which then perform s the inverse 
map and releases the appropriate signals corresponding to 
the original program.

As we stated, this is not blue-sky thinking, but could in

principle be done today. In fact, in the lim iting case of a 
point-to-point m ap, this is a description of our present 
records.

SUMMARY

W e have touched on some o f  the things which happen 
when we change our frame o f reference. The view was 
advanced that there is no preferred fram e of reference for 
any situation. This m ay not seem  very significant when 
given such a sim ple statem ent, but actually this has a 
dram atic im pact on objective analysis. It m eans, for exam ­
ple, that an engineer who has carefully m easured the im ­
pulse response o f a device has an accurate representation of 
the linear properties o f  that device. He knows everything 
there is to know  about that device, in that fram e o f  refer­
ence. A nother engineer may independently m easure the 
same linear properties by using a different fram e o f refer­
ence, the steady-state frequency response. The second en­
gineer also know s everything there is to know, in his frame 
o f  reference. The tw o m easurem ents do  not even look alike, 
but they each represent everything there is to know about 
the same device. Can the languages o f the measurem ents be 
translated into each other? O f course, the process is the 
Fourier transform  and a num ber of excellent textbooks are 
devoted to that subject.

Now  com es the im pact. These two frames o f  reference, 
joined by Fourier transform ation, are not all we may use. 
They are only two out o f  an infinite number. W hat are these 
other frames o f reference? O ur textbooks do not talk about 
th em , and the Fourier transform ation is clearly o f no use in 
changing our present m easurem ents into whatever frames 
of reference these other viewpoints possess. How can we go 
from  one frame of reference to  another?

The basic process o f m apping a representation from one 
fram e o f reference to another was shown to consist of 
multiplication followed by sum m ation —  sums of products. 
A figure in the initial fram e o f  reference has its values 
multiplied everywhere against the values of a second figure 
(m apping function) in the sam e frame of reference, and the 
com posite figure thus formed is summ ed over all o f the 
appropriate coordinates to produce a new figure in a new 
fram e of reference. It is the m apping function which deter­
mines what the new frame o f reference will be. The new 
fram e of reference may have the sam e, greater, or few er 
dim ensions than the initial fram e of reference. Every time 
we change our fram e o f reference, or point o f  view , the 
form  taken by this basic process is that o f a sum m ation of 
elemental products, and appears in engineering as the inner 
product, crosscorrelation, convolution, basic transform a­
tions, and the definition of generalized functions.

W e then saw that an outcom e of this was that Fourier 
transform ation is a special case o f a more general interspace 
map. A nother surprise is that a hologram  can be considered 
a special case of a m ore general form , which we called a 
holom orph. And a num ber of, what might appear to be 
unrelated concepts, were shown to arise from considera­
tions o f interspace m apping— changing the fram e o f refer­
ence. Thus the conventional uncertainty relationship be­
tween Fourier transform  quantities is nothing m ore than an 
interspace m apping rule and is itself a special case o f  a more



general interspace m apping rule. Apodization is seen as a 
sim ilar interspace m apping rule.

We discussed the num ber and type of dim ensions of a 
representation, which led to som e m ore general considera­
tions of scanning and im aging. And the significance of 
using the more com plete representation of the energy den­
sity relationships in a process was tied to the use of the 
com plex form which thus avoids difficulties when m apping 
between odd- and even-dim ensioned spaces.

The real intent o f this paper was not the presentation o f  a 
potpourri of m apping ideas, but the presentation of some 
useful engineering results which com e from  their use. Thus 
the call for a Rosetta Stone signal on our present recordings 
is revealed as a m ethod o f presenting future generations 
with a means of eventually creating an acoustic holograph, 
once they discover how to generate velocity as well as 
pressure fields. Geom etric analysis had indicated that this 
possibility exists, but the necessary background m aterial is 
only now being presented.

W e have seen that a generalized holom orph is a m ore 
efficient m ethod o f  record ing  inform ation  than spiral 
grooves or linear-sequence magnetic patterns. The fact is 
that we can create and process such holom orphs with con­
temporary technology. That does not mean we should 
change everything we now do. But the fact rem ains that a 
better way is within our reach, and eventually we may head 
in that direction. W hen that occurs, our present tapes and 
disks will becom e museum pieces, which was another 
m otivation for the call for a Rosetta S tone signal on con­
temporary material.

The subjective person was not left out of the m aterial in 
this paper. We discussed the geom etric significance of 
distortion and indicated some methods o f  probing a signal 
to determine how the subjective illusion may be distorted to 
create an image that is warped from reality. All the m aterial 
presented in this paper has been subm itted to  several years 
o f scrutiny and com parison with observed data prior to 
submittal in order to minimize the likelihood o f improper 
interpretation. That includes the m easurem ent o f distortion 
through modifications in the type of geom etry, which was 
briefly touched upon in this paper. Preliminary results are 
very encouraging, but are too lengthy to include at this 
time.

As a final observation, we would like to em phasize that 
the material in this paper, and those previous to it, is 
derived from  and for audio engineering. It is in no way an 
attem pt to force principles o f engineering and observations 
of perception into any existing m athem atical structure. 
Rather, it is an attem pt to find w hether there is a m athem ati­
cal structure capable o f dealing with both physical and 
perceptual processes. We believe there is, but only tim e and 
experience will tell if abstract geom etry is that m athem a­
tics.

APPENDIX 

HOLOMORPHS OF AUDIO SIGNALS

The conversion o f  an audio signal into a holom oiph so 
that it can be presented as a “ record ,”  and the subsequent 
reproduction o f  that record, will need to be done by

software processing. In order to illustrate how this may be 
done, we will consider two simple cases: converting a 
tim e-dependent signal to a one-dim ensional g lobal-loca l 
holom oiph that may be preserved as a modulated groove on 
a contem porary disk recording, and converting the same 
voltage to a two- or three-dim ensional holomorph that may 
be handled by som e other method o f recording.

If a one-dim ensional signal f(x)  is to be converted to a 
o n e -d im e n s io n a l h o lo m o rp h  g (£ ) ,  w e need  a tw o- 
dim ensional mapping function m (x, £). The value of m as a 
function o f  the coordinates x  and £ can be considered to 
represent the height of a com plicated surface with respect to 
the plane form ed by orthogonal x  and £ axes. This surface is 
stored within the processor either as a lookup table or as a 
com putable entity.

The nature of the m apping function is such that if  we cut 
single slices out of the figure along either thex  direction or 
the £ direction, the resultant curve will be noiselike with a 
zero average value and an autocorrelation that is very nearly 
a delta function. A lso, any two slices will be orthogonal so 
that the integral o f their products will be very nearly zero. 
The m apping function is a two-dimensional pseudorandom  
function, the purpose of which is to yield a g lo b a l-lo ca l 
map.

To make a recording we first read the entire program  f(x)  
into the processor. Once this signal is stored, the processor 
multiplies this entire signal against the signal correspond­
ing to a slice o f the m apping function parallel to the x  axis 
and corresponding to a particular epoch then integrates 
the product o f these two functions o fx  over the entire range 
o f x to produce a single num ber g(£j). This process con­
tinues for slices over all the available f , and the numbers are 
connected to produce the signal g(£).  This entails a great 
many m ultiplications and summ ations.

As a note, if the mapping surface were an infinite-height 
“ fence”  running diagonal along the x f  plane, then each 
slice would be a Dirac delta function corresponding to the 
epoch in £. The g value produced by the multiplication and 
integration process then corresponds to the generalized 
function that defines a point-to-point map off(x )  in tog(£). 
The output o f  the processor would then be identical to  the 
signal we now use for recording. This would be an absurd 
way to generate a signal to be fed to  a cutter amplifier, but 
by drawing this com parison we can see how our point-to- 
point recordings are a special case o f more general record­
ing methods.

The one-dim ensional signal g(£)  will be noiselike in 
character, but can be cut into a modulated groove as any 
other program. The purchaser o f such a record would find 
that it had unusual properties, however. First, the unpro­
cessed playback would have the sound of white noise, 
m uch like the sound o f an off-station FM receiver. Second, 
no single place on the record corresponds to a unique place 
in the tim e scale o f  the reproduced program . Instead, each 
point along the groove corresponds to the entire program, 
so that if the record were scratched, the reproduced pro­
gram could never have the m etronom e like tick we now are 
accustom ed to. The effect o f a catastrophic scratch on the 
mechanical record will be an almost imperceptible increase 
in background noise throughout the entire electronically
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reproduced program . In addition, if the user w ere careless 
and dropped the record, breaking it into m any pieces, he 
could retrieve the m ost convenient p iece and fasten it to his 
turntable so that the reproducing stylus could still trace the 
portion of the grooves rem aining. The output o f  his proces­
sor would still contain the entire program , but would have 
a, possibly audible, w hite-noise background.

In order to reproduce such a holom orph, we need a 
playback processor that is preloaded with the same two- 
dimensional m apping function relationship m(x,  f ) ,  since 
we will want to convert the holom orph coordinate £ back to 
the coordinate*. The entire record  signal g(£)  is played into 
the playback processor, and the inverse com putation pro­
ceeds after the signal is stored. This tim e the processor 
m ultiplies th eg (£ ) against slices taken parallel to the £ ax is , 
but perform  the m ultiplication and sum m ation in the stand­
ard m ethod to produce the original f (x ) .

In the recording process we know when the program  
starts, but in reproduction we m ight needhelp  in synchroni­
zation o f  the processor program s. W e may w ant the free­
dom to be careless in placing the playback stylus on the 
record. In order to elim inate the need for a precise syn­
chronization mark to align the £ coordinate o f  the record 
with that o f  the processor, we can use the orthogonal 
properties o f the m apping function and let the processor 
form a “ sliding m ultiplication and sum m ation,”  or con­
volution, during the reproduction. The processor can then 
perform  a sim ple matched filter operation to align coordi­
nates.

If  a one-dim ensional signal f ix )  is to be converted to a 
three-dim ensional holom orph g (£ , y , z), we need a four­
dim ensional mapping operator m(x,  £ , y,  z). This can be 
generated  in the p ro cesso r as a sequence o f  th ree- 
dimensional m apping surfaces m (xh tj, y ,  z ) ,  which are 
slices of the four-dim ensional figure. Each such slice then 
corresponds to a particular epoch o f the coord inate* . The 
nature of the mapping surfaces is the same as that o f  the 
previous exam ple in that the figure is form ed as three- 
dimensional pseudorandom  sequences.

In order to consider the m ethod of recording, le t us 
assum e that the eventual holom orph will be a three- 
dimensional spatial figure which we can hold in our hand. 
This holomorph will have a defined orientation that will 
establish a base reference p lane, and the audio program  will 
be contained as surface shapes on  this figure with the signal 
values corresponding to functional values o f  each point o f 
the surface with respect to the reference plane. Let us 
assume that the space coordinates of the reference plane are 
y  andz and that the space coord ina teo f the signal value is £.

W e m ust em phasize  th a t th is p a rticu la r  shape o f  
holomorph is only one of many we may consider. W e could 
even conceptualize a solid holom orph in which each possi­
ble space position within and on the object conveys the 
inform ation in an appropriate state variable such as m agnet­
ic domain orientation, optical opacity, o r w hatever, limited 
only by our inventiveness. N or do we wish to infer that a 
holomorph we can hold in our hand is lim ited to three 
dimensions; there are many dim ensional attributes beside 
that o f  Euclidean space which m ay be utilized.

The entire program  fix )  is read into the recording proces­

sor. This program  is then sampled at each epoch x t and the 
sam pled value m ultiplied tim es the ^-dependent points o f  
the three-dim ensional mapping surface mfx,-, £ ,y ,  z). That 
is, they  andz coordinates of this surface remain unchanged, 
but the height above the yz  plane is m ultiplied everywhere 
tim es the sam pled value. If  the sam pled value is zero, then 
the surface collapses to the yz plane. If the value is negative, 
then the surface is pulled “ inside o u t”  in the manner o f an 
um brella inverted by the wind, and the height above the yz  
p lane is m ultiplied times the m agnitude o f  the sampled 
value.

T his w ill p roduce a new  set of three-d im ensional 
pseudorandom  surfaces, each one o f which corresponds to 
a particular epoch in * . The processor then adds up all the 
heights at the corresponding y and z  positions on each of 
these to produce a single three-dim ensional surface with 
height m easured along the £ direction. This is read out o f 
the processor as a voltage (or digital num ber, or whatever) 
as a function o f the coordinates y and z.

W e have several alternatives available to us in the gener­
ation o f a physical object representing this holom orph. The 
/  values could be converted to em bossed heights on a solid 
base with dim ensionsy andz with m iniature mountains and 
valleys as a vertical relieve structure. O r, we could use the £ 
values as density m odulations o f  a tw o-dim ensional optical 
transparency or as m agnetic dom ain orientations o f a two- 
dim ensional card. The reason for this is that we deliberately 
chose a m apping operator that could yield a sim ple conver­
sion from  three dim ensions to  two dim ensions as an integral 
projection operator.

For the rem ainder o f  this discussion we will assume that 
an optical transparency is used for the holomorph. This 
optical transparency can be held up to  the light and ob­
served as a mottled pattern of optical values. This is not a 
hologram , it is a holom orph. We did not use an illuminating 
function, we used a general mapping function. Because we 
did  not use an illum inating function, an acoustic program 
corresponding to  a single im pulse, such as a pistol shot, will 
not appear as a zone plate on our holom orph, but will be a 
“ salt-and-pepper”  distribution with no discernible struc­
ture w hatsoever. A spatial array o f fringes does not exist 
here. Had we gone back to the mapping operator and 
im posed zone plate dynam ics on the three-dimensional 
m ap, the analog of wave propagation, we would have 
created a hologram and would see fringes.

The holom orph can be reproduced by using a processor 
that runs the process backw ard. The entire holom orph is 
m ultiplied times three-dim ensional slices of the original 
four-dim ensional m apping signal. These three-dimensional 
slices are made parallel to the * axis and thus sam pled £ 
values o f  the holom orph are retained in the yz reference 
system  and m ultiplied times the £ values of the m apping 
figure corresponding to epochs in £ and sum m ed to produce 
a n u m b e r/. The sequence o f  these num bers is f ix ) .

There are a num ber of m ethods that could be used for 
rep roducing /(x ), including purely optical techniques. Any 
discussion of these would go beyond the intent o f this 
paper, which is to  show how  geom etric principles o f  in­
terspace mapping can be used to predict better ways of 
preserving and processing audio signals. These special
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cases o f  holom orphs w ere presented to show w hat can be 
done. There are a great many variations on them , and it 
should be obvious, for exam ple, that a one-, tw o-, or 
three-dim ensional holom orph can contain a large num ber 
o f  program s in a great m any dim ensions (channels), lim ited 
only by processing econom ics.

An obvious technical advantage o f  a  g lo b a l- lo c a l 
holom orph over present recordings is the substantial inde­
pendence o f the reproduced program  from  the physical 
properties o f the m edium  on which the recording takes 
place. First, the amount o f material is far less than that 
needed for conventional recording. Second, the dynamic 
range of a reproduced holom orph can be exceedingly high 
and is principally lim ited by the processor. There is a direct 
tradeoff between the physical size of a holom orph and the 
signal-to-noise ratio for the sam e recorded program . This 
means that a film-chip holom orph that is the size of a 
business card may contain several symphonies in discrete 
four-channel sound, let us say. The signal-to-noise ratio on 
any reproduced program  may be a large num ber, say 100 
dB. If  we w ere to tear off a small piece the size o f a postage 
stamp and were to reproduce only that piece, w e could still 
reproduce any of the program s and suffer an increase in 
noise related to the area o f  the piece we are using. A piece 
one tenth the area of the original holomorph would reduce 
the signal-to-noise ratio by 10 dB. A third advantage lies in

the reduced distortion in the reproduced program due to 
physical nonlinearities in the holom orph. The optical 
gam m a, for exam ple, o f  a film-chip holom orph does not 
directly influence the linearity o f  reproduction, but m an­
ifests itself as a decrease in signal-to-noise ratio.
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The perception of sound is a highly 
personal experience. It is neither art 
nor science, but our own private view 
through one of the windows of the 
senses.

We can share that view through 
words and actions, so we know that 
others experience it also. But it is left 
for fools like myself to dare sift and 
quantify the ingredients of that expe­
rience in some hope of understanding 
what it is and how to make it more en­
joyable.

I have wondered, as we all have, 
how we might be able one day to put 
numbers on the stuff of perception. 
We are a long way from doing that. 
But in my own personal way I have 
been working on an allied problem. 
The problem of developing closer ties 
between what we measure in the 
physical world and what we seem to 
perceive of that same physical set of 
stimuli. I have come up with a few an­
swers and I would like to share them 
with you. The results are applicable to 
audio analysis.

The technical details of what I am 
about to describe have been present­
ed in a number of papers in the Jour­
nal o f the A ud io  Engineering Society. 
In this article, I want to present the 
reasoning behind the technical de­
tails.

The basic idea is extremely simple. 
If we write down the most commonly 
used words which we all use to de­
scribe what we hear, we find that 
there is a definite structure to those 
words. We can arrange the descrip­
tive term inology in to  categories

which are reminiscent of a geometric 
framework. The words have a gestalt 
basis and are linked to relationships in 
the totality of our sense experience, 
including vision, taste, and touch. I 
therefore suggest that we should use 
geometry to probe the interplay of 
these word concepts.

Here, I feel, is a link between sub­
jective perception and objective anal­
ysis. Rather than use numbers, we 
should invoke form, texture, and the 
relationships among things. Model 
perception with gestalt, and use ab­
stract geometry to analyze gestalt.

The term abstract, as I use it here, 
refers to the analysis of "th ings" 
which are not named and quantified 
in the general analysis, but which can 
be named and numbered when we 
are ready to do so.

I would like to state that my ap­
proach was greeted with great ex­
citement. I would like to state it, but I 
cannot. For one thing, the use of ab­
stract analysis is in far left field, as far 
as most technical persons are con­
cerned, if not outside the ball park al­
together.

For another, the type of analysis 
that is required for even the simplest 
example in audio is pretty much un­
charted. Among other things, we have 
to develop geometric tools for chang­
ing the dimensionality of an expres­
sion. And that's just for starters.

The Problem of Frequency
OK, where do we start if we want to 

apply the idea to audio? Well, I think 
the answer is easy. Start by cleaning 
up the mess we call frequency.

Let me state the problem. And in 
the statement I will give some of the 
answer. Then we can go on and devel­
op the answer more fully.

The frequency description of a sig­
nal and the time description of that 
signal are tangled up with each other 
in a very fundamental way. The para­
meter that we call "tim e" and the 
parameter that we call "frequency" 
are not independent of each other. 
And no amount of Band-Aid engi­
neering with running transforms or 
things called instantaneous frequency 
is going to change that fact.

Yet in subjective audio, we know 
darn well there is the property of 
pitch which is frequency-like, and 
that pitch can change with relative 
time. So if we want to apply the exist­
ing high power mathematics of time 
domain and frequency domain to 
what we hear, we seem to need a joint 
frequency-tim e description. U lti­
mately, when we try that trick, we run 
into the fundamental relationship be­
tween time and frequency, a relation­
ship which we ourselves created from 
the definitions we gave these things.

But rather than blame ourselves, we 
choose to imagine that nature has in­
tervened and somehow, magically, 
put a lim it on the precision with 
which a codetermination of these 
parameters can be established. We 
even give that a name, the uncertainty 
principle.

What leads us to this rather strange 
action is a very real need for some 
kind of math that has a time-like and a 
frequency-like (and a space-like, and 
so on) set of properties which can all 
be used in the same description. Up 
to now our tool box of math relation­
ships has only contained the para­
meters related by Fourier transforma­
tion. So we've been stuck.

And by the way don't think that this 
is a problem unique to audio. Other 
disciplines face a similar dilemma.
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But audio has a driving force which 
other disciplines do not. Audio has 
people who listen, and listening is 
what audio is all about, no matter how 
much chrome plate we use on our 
equipment. The listening experience 
implies not only that there are coex­
istent parameters, but there are more 
than just two of them.

History o l the Term
So much for the problem. Now for a 

little bit of history. In 1862, Helmholtz 
completed one of the finest texts on 
music and sound ever written. Highly 
successful, "O n  the Sensations of 
Tone as a Physiological Basis for the 
Theory of Music" was translated into 
English in 1885 and remains, even to­

day, one of the finest discussions of 
the topic. It is still in print. To my 
knowledge, this is one of the first 
books to use Fourier series as a basis 
for analyzing complicated periodic 
signals.

The English translation used the 
phrase "vibration number" in the first 
edition to identify the number of vi-

Geometry Of Fourier Transformation
The appearance of anything de­

pends upon the frame of reference 
we use to observe it. Geometrically, 
the Fourier transform is nothing more 
than a method of changing the frame 
of reference in such a way as to keep 
the number of dimensions the same 
but invert the units of measurement.

The Fourier transform is used in au­
dio as the basis for converting time re­
sponse to frequency response. In this 
case, the two frames of reference are 
one-dimensional. The unit of mea­
surement of time is the second and

of any particular line passing through 
a point in x-y, say x0-y0 , into a specific 
line in a-b.

The parameter 0 thus acts as a 
spreading operator that doesn't gov­
ern "how much" but does govern 
"where." If we want to find out how 
the point xo-yo in system x-y appears 
to someone using the a-b system, we 
can pass a straight line through x0-yo 
and rotate it like a propeller. This will 
sweep out all possible points in x-y,but 
only the common point x0-yo 
build up to the highest possible con-

of reference. That is not magic, but a 
result of the way we defined the a-b 
alternative view of x-y. If we say that 
something appears precisely at a 
single place along the x axis, we can­
not then turn around and insist that it 
also be located at a precise position 
along the a axis.

Everything involving Fourier trans­
formation must submit to this point- 
wave duality. It makes no difference 
whether we started out defining 
things in terms of Fourier transforma­
tion, or discovered well along the

WAVEFRONT

the unit of measurement of frequency 
is the Hertz, which is an inverse time 
measurement.

This novel geometric approach to 
the meaning of Fourier transforma­
tion can be more readily visualized in 
a two-dimensional example, as shown 
in these figures. In this example, a 
two-dimensional system, shown with 
coordinates a and b, is a Fourier trans­
formed version of the two-dimen­
sional system with coordinates x and y.

The requirement that the units of 
a-b and x-y be the inverse of each 
other shows up as the equation of a 
straight line, illustrated in Fig. 1. The 
parameter 0 acts to spread the value

tribution in the a-b system when we 
add everything up.

When we do that, we find that a 
point in the x-y system appears as the 
wave e'0 in the a-b system. This is 
shown in Fig. 2.

The geometric requirement shows 
no partiality. The x-y system and the 
a-b system are duals of each other. So 
a point in a-b will appear as a wave in 
x-y.

The x-y system and a-b system are 
different ways of looking at the same 
thing. Each part of a thing as de­
scribed in the x-y frame of reference 
will appear everywhere as waves to a 
person looking at it in the a-b frame

road of other analysis that some of our 
parameters were Fourier transforms 
of each other. The fact remains that if 
Fourier transformation is involved, we 
will find that some of our parameters 
cannot be precisely codetermined. 
When this happens, and when other 
experience tells us that such para­
meters should be codeterminable, or 
appear to be codeterminable under 
other conditions, then we probably 
made an improper identification. The 
parameters are not what we thought 
they were. That is true of what we call 
time and frequency, as well as some 
other mysterious victims of the un­
certainty relation.
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brations a sound completes in a fixed 
period of time. The second edition 
changed that to "pitch number" so as 
to align it with the sensation of pitch 
as a numerical quantity. Fourier series 
were stated in terms of pitch number. 
The pitch number was also called 
"frequency" by the translator in that 
second edition, . .as it is much used 
by acousticians...".

Prior to that translation, 100 years 
ago in 1877, Rayleigh completed vol­
ume one of his equally famous The 
Theory o f Sound. Two giant contribu­
tions to the knowledge of sound. 
Helmholtz preceded Rayleigh like a 
flash of lightning precedes the roll of 
thunder.

Rayleigh also needed a word to de­
note the number of vibrations exe­
cuted in a unit of time. So Rayleigh 
called it frequency, stating that this 
word had been used for this purpose 
by Young and Everett. It is clear that 
Rayleigh equated the concepts of 
pitch and frequency, at least on a nu­
merical scale.

Thus, while Helmholtz only used 
the term pitch number, his translator 
introduced the terminology " fre ­
quency". And since the translation 
occurred after the publication of Ray­
leigh's The Theory o f Sound (which 
cited Helmholtz' German text in a

number of places), it is possible that it 
was Rayleigh who really got this word 
started as applied to sound.

So what's wrong? Isn't it possible for 
a tone to change pitch with time? Of 
course, pitch can change with relative 
time. But frequency cannot!

The Fourier Transform
Now, let's do a wild thing. Let's use 

geometry to derive the mathematical 
relationship known as the Fourier 
transform. Then, from this geometric 
base, let's determine what the word 
"frequency" really means. And you 
won't find this in text books, at least 
not yet.

Let us begin to look at things ge­
ometrically. Suppose we want to mea­
sure something. How do we start?

In my opinion, the best advice on 
this matter was given by Albert Ein­
stein who said, " It is the theory which 
decides what we can observe."

For one thing, it is the theory that 
determines the frame of reference we 
are going to use for the observation. A 
typical frame of reference for audio 
measurements is the passage of time, 
measured in seconds.

Having established this frame of ref­
erence we can set up instruments re­
sponsive in that system. An os­
cilloscope might be considered such 
an instrum ent. So we make os­
cilloscope measurements.

This next step is a big one. There is 
an infinity of frames of reference we 
can use. Each frame of reference is 
complete in itself and is a legitimate 
alternative for the description of an 
event. I call that the Principle of Alter­
natives.

If the passage of time is a legitimate 
frame of reference, then it is only one 
of an infinite number of alternatives. 
What might we be able to say about 
some of these alternatives?

In order to answer that, we need to 
take an even bigger mental step. We 
need to accept the fact that the alter­
natives may differ in the number of 
dimensions as well as the way in 
which the units are measured.

Dimension? Yes. Consider the con­
ventional waveform presentation of 
the signal coming out of an amplifier, 
volts as a function of time. Time in this 
sense generates what is geometrically 
called a "one-dimensional manifold." 
Each place in the dimension of time 
has a signal value associated with it. 
The distance between two places in 
time is measured in units we call sec­
onds.

Suppose we want to change our 
frame of reference to come up with 
some alternate system of measure­
ment. There are rules for changing 
the form of presentation from one 
frame of reference to another. The 
process of doing this is called a trans­
formation.

If we transform in such a way that

we do not change the number of di­
mensions, but have a new reference 
system measured in units which are 
the inverse of what we came from, 
then this very special transform is 
called the Fourier transformation. So 
it should be possible to transform our 
one-dimensional time measurement 
into a one-dimensional thing mea­
sured in inverse time, somethings per 
second. If we perform a measurement 
in this new frame of reference, we will 
call it the frequency response mea­
sured in Hertz.

For those who feel I am trying to 
pull the wool over their eyes, let us 
now actually derive the mathematical 
expression of the Fourier transform 
from these first principles of geome­
try.

I like to use pictures, so let me show 
how to derive the equation from con­
sidering the problem for some two- 
dimensional frame of reference.

In Fig. 1 let us assume we have a 
two-dimensional coordinate system, 
shown as x and y. This two-dimen­
sional frame of reference is complete 
in characterizing something of im­
portance. For example, it may be the 
reference system for a photograph 
with the distance between coordinate 
points measured in units of millime­
ters.

The Fourier transform of this will be 
another two-dimensional system in 
which the distance between two 
points corresponds to inverse mil­
limeters. This is the a-b system.

The question is, how do we go from 
x-y to a-b?

We know the units are such that 
their product is a "dimensionless" val­
ue. (Millimeters times constant per 
millimeter is constant.) So let us say 
that the axis x will bear a special rela­
tionship to the axis a such that if we 
mark off some distance along x we 
will find that the thing that happens 
along a is a corresponding distance 
such that,

x • a = constant.
And the same thing will happen be­

tween y and b.
What we have required is that the 

relationship between x-y and a-b be 
dimensionally reciprocal such that,

0 = ax + by
The Greek letter 0 stands for a fixed 

number, and it can be any number we 
choose it to be. I use the symbol 0 be­
cause we are going to make that equal 
to the angle of something.

Look at this equation as some ge­
ometric curve in the x-y system. This is 
the equation of a straight line. The 
coefficients a and b in that equation

There is an infinity of frames of 
reference we can use. Each frame of 
reference is complete in itself and is 

a legitimate alternative for the 
description of an event. I call that the 

Principle of Alternatives.

TIME DELAY SPECTROMETRY 137



determ ine  the angle which the 
straight line makes with the x-y axes, 
and the constant 9 determines where 
the line cuts across the axes.

There is a deep geometric signifi­
cance to this relationship. The need 
for not changing dimension, but in­
verting measurements, leads to a zero 
curvature surface having one less di­
mension than the space in which it is 
imbedded. In two dimensions, this is 
a straight line. In one dimension, it is a 
point, and in three dimensions, it is a 
plane. Since most of our geometric 
thinking is done in three dimensions, 
this type of surface is called a plane 
when we are in three dimensions, and

a hyperplane when we are in other di­
mensions. A straight line is a hyper­
plane in a two-dimensional system.

The general equation of a hyper­
plane is always the sum of products of 
coefficients and coordinates as we 
have written down. In three dimen­
sions, there are three terms equal to
0. In one dimension, there is only one 
term equal to 9.

When we are comfortably seated in 
any frame of reference, the way we 
see the coordinate axes of the alter­
nate Fourier transform view is as 
coefficients of hyperplane surfaces 
passing through our space. After all, 
the Fourier-transformed view is an­
other way of looking at the same thing 
we observe, so we should be able to 
see the structure of the other frame of 
reference as something in our view.

Now, let's go back to our two-di­
mensional example and ask how we 
could take any place in the x-y system, 
x0-yo f ° r example, and find out how it 
is distributed in the a-b reference sys­
tem.

The relationship is in terms of 
straight lines (hyperplanes) passing 
through x0-yo- Each line passing 
through x0-y0 tells what a and b 
coordinate locations will contain the 
information of all x and y values along 
that line. A neat thing happens. No 
matter what the angle the line makes

in the x-y system as it passes through 
x0-y0, the result will be a straight line 
in the a-b system which has a constant 
slope.

If we want to find out how xQ-yo 
(and only x0-y0) appears in the a-b 
system, there is only one thing we can 
do to the stra ight lines passing 
through XQ-yo- ^  can rotate them 
around xQ yD like a propeller about its 
shaft. And that's where we find the 
angle 9. We take the value of the sig­
nal at the point x-y and multiply it 
times the angle of all lines passing 
through that point to find out how 
that point is smeared over the a-b sys­
tem.

The mathematical expression for 
this is,

gi 0

If we write that out and see what it 
corresponds to in the a-b system, we 
find a startling fact. Each point in the 
x-y system is represented by a wave 
uniform over the whole of the a-b sys­
tem. The period of this wave is the re­
ciprocal of the distance from the 
point to its origin, and the angle of the 
wave in the a-b system is such that the 
wavefront is perpendicular to the 
angle the original point has with re­
spect to its x-y axes. This is shown in 
Fig. 2.

I hope this rings a few bells, if not 
setting off sirens. The geometric rela­
tionship inherent in Fourier transfor­
mation is such that a point (particle) in 
one frame of reference will be man­
ifest as a wave in the alternate frame 
of reference, and conversely.

Therefore (underline, exclamation 
point, big arrow), Fourier transforma­
tion is a local-to-global map, in which 
each point in one becomes every­
where in the other.

Now suppose we try a dumb-dumb 
and attempt to describe the same 
thing in terms of the x-y and  the a-b 
system. Ffere is what happens. We can 
codetermine the location of a point in 
x and y, o r  in a and b, or along x and

along b, or along y and along a. But 
we are going to run smack up against 
our own definition if we attempt 
codetermination along x and a or 
along y and b. Not because nature 
stepped in and pulled a curtain over 
our results. But because we are trying 
to violate the very conditions we set 
down to derive this particular transfor­
mation.

What form will that codetermina­
tion be stymied at? The form is deter­
mined by the equation of the hyper­
plane (which is another way of saying 
the equation of a wave) and is,

Ax • Aa S number 
Ay • Ab g number

where the triangle means the extent 
of the range of parameter where most 
of the value of the same th ing  is con­
centrated.

Oh yes, the equation of the Fourier 
transformation.

We add up the contributions of 
each point in x and y, which is called 
integration. In two dimensions this 
becomes,

OO
g (a, b) = / /  f (x, y) e i 9 d x  dy

-OO
If you're not into math, don't worry 

about this equation. The equation is 
not important. The ideas that led us to 
the equations are what are important. 
And the principal idea, that can never 
be repeated too often, is that expres­
sions joined by transformation are 
nothing more than d iffe ren t ways of 
describing the same thing.

The M eaning of Frequency
Now! What the devil does frequen­

cy mean? Frequency and time are al­
ternate  coordinate systems for de­
scribing the same thing. Frequency 
cannot change with time because fre­
quency and time are different ways of 
describing the same thing.

In our haste to match sense experi­
ence with some existing mathematics, 
we have found a thing called frequen­
cy which has a pitch-like behavior, 
and we found another thing which 
has a time-like behavior and we use 
them. The greatest majority of the 
cases we encounter in audio have 
number values such that the interrela­
tionship between frequency and this 
time-like parameter does not cause 
any trouble. And that is a soporific be­
cause we have lulled ourselves into 
the belief that there could not be any­
thing else needed, or available, to 
handle any problem.

The concept of harmony, the agree­
able combination of sounds, got its 
first mathematical treatment in the

If we write down the most commomly 
used words which we all use to 

describe what we hear, we find that 
there is a definite structure to those 

words. We can arrange the 
descriptive terminology into 

categories which are reminiscent of 
a geometric framework.
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days of ancient Greece when the Py­
thagoreans observed certain numer­
ical relationships in musical sounds. 
Two equally taut plucked strings har­
monize only when their lengths are in 
certain ratios to each other. The musi­
cal intervals of unison, octave, fourth, 
and fifth are related to the numbers 1, 
2, 3, and 4.

When Helmholtz and Rayleigh an­
alyzed sound, they did so in an age- 
old frame of reference that tied sound 
to the passage of time. Fourier's theo­
rem that any repetitive function could 
be generated by proper combination 
of sine waves, the shape of the purest 
tones in music, made everything fall 
into place. Nothing could be more 
natural than to use this mathematics 
for the analysis of complex sounds.

I do not believe that either Helm­
holtz or Rayleigh had visions of re­
placing the parameter of time with 
frequency. Frequency was a con­
venient expression that made a lot of 
sense in the analysis of tones.

Helmholtz and Rayleigh, and al­
most everyone after them, used some 
ready-made mathematics as a model 
that fit perception pretty well. We ex­
perience a thing we call time. We give 
it a symbol, t, and write equations us­
ing t. Juggling the equations produces 
a new parameter, which we call fre­

quency. If we do not look too hard, 
this parameter called frequency 
seems to behave analogous to anoth­
er thing we perceive, which we call 
pitch.

Here is the catch. The parameter t is 
not the time of our perception. Nor is 
the parameter u the pitch of our per­
ception. t and ware mathematical en­
tities that are different versions of 
each other. The theory decides the 
observation. If we set up an observa­
tion in the parameter t, we will get 
measurements in the parameter t. We 
can transform the mathematics in t to 
a mathematics in w. If we set up obser­
vations in the parameter w, we will get 
measurements in the parameter w.

We can transform the mathematics 
in t to a mathematics using four para­
meters if we choose. And if we set up 
observations in those four parameters 
we will get measurements in those 
four parameters. That is the signifi­
cance of the Principle of Alternatives.

The fact that we can break out of 
the t-to-w-to-t loop, which we call 
Fourier transform, is what is brand 
new in this theory.

It happens that the representations 
in t and the representations in wdo a 
pretty good job of modeling most of 
the things we need to analyze in au­
dio. There are higher-dimensional

versions of the t and <*> representation, 
an infinity of them. Some of these ver­
sions have coexistent time-like and 
pitch-like parameters. The difference 
between the representation of a sig­
nal using these higher-dimensional 
parameters and what we get from 
glueing together a t and an w axis to 
pretend we have higher-dimensional- 
ity is lost in the noise for most of what 
we do. For that reason, we might as 
well continue using the impulse re­
sponse and steady state frequency re­
sponse for loudspeakers, amplifiers, 
and the like. After all, the impulse re­
sponse and the frequency response 
do have a meaning and they are legiti­
mate measurements. It just happens 
that in detail the meaning is not what 
we thought it was.

But where we need to recognize 
the limitations of t and u> representa­
tions is when we get involved in the 
interpretation of these measurements 
with perception, which has a higher- 
dimensionality. It is then that the ge­
ometry is important.

Let me put this another way. You 
out there, Golden Ears, the person 
who couldn't care less about present 
technical measurements but thinks of 
sound in gestalt terms as a holistic ex­
perience. You're right, you know.
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T i m e  &  F r e q u e n c y  

i n  L o u d s p e a k e r  

M e a s u r e m e n t s

Richard C. Heyser

I claim that it should be possible to 
measure audio systems and have 
those measurements correlate with 
what we hear out of those systems. 
We are not doing that now. Our mea­
surements are more precise than ever, 
but our understanding of what those 
measurements mean to the way a sys­
tem "sounds" is still hazy.

I further assert that we are locked 
into that dilemma because we do not 
tru ly  understand the meaning of 
those technical concepts which we 
now use. I don't think I can be more 
blunt about the matter.

OK. So having shot my mouth off, 
what am I going to do about it? Well, 
what I would like to do is present the 
readers of A ud io  with my personal 
view of the meaning of some of the 
more important terms we use in au­
dio. These are some of the results 
from my own continuing research 
into the problem of finding out how 
to bring subjective and objective au­
dio together. What I present here is 
my own work. I'm laying it out, in a 
put up or shut up fashion.

But I am not asking you to accept 
these things blindly. Question it, think 
about it, because what we really need 
to do is dig down to these underlying 
principles, the philosophy of the

problem. In these discussions we go 
below the equation's mechanical for­
malism and question what the mean­
ing is behind the equations. Then 
when we come up to the equations of 
audio we find that, while there may 
be no change in form, we often have a 
completely new perspective on just 
what they mean, not only to the pe­
destrian task of measuring com­
ponents, but to the possible link with 
subjective perception.

In a previous article, I started out at 
ground zero and gave my interpreta­
tion of the meaning behind a techni­
cal term that is commonplace in au­
dio, the term we call frequency. In 
this article I would like to carry this 
point further and apply it to the inter­
pretation of certain loudspeaker mea­
surements.

But before I get technical, let me 
put one thing into perspective. The 
end product of this whole multi-bil­
lion dollar audio industry is the listen­
ing experience. It is what we "hear," 
in the abstract sense of this word, that 
is important.

It is not the oscilloscope pattern but 
the listener's perception that is para­
mount. This does not mean that we 
should reject technology... quite the 
contrary. We know that most persons 
have the same general impressions of 
the realism and quality of a perform­
ance when listening to identical 
sound reproduction. There is some­

thing that is used by all of us in mak­
ing our judgment, and that something 
is tied to the ingredients making up 
the reproduced sound. If this some­
thing is there but not specifically out­
lined in our present technical mea­
surements, then we need to get even 
more technical and find out why. We 
need a Renaissance out of what may 
prove to be the "middle ages" of au­
dio. The winner, if there is to be a 
winner, would be the listener, for we 
would know how to make his enjoy­
ment of sound far better.

In my last article, I pointed out that 
when we do become very technical 
and poke around at the precise mean­
ing of terms, a startling fact emerges. 
Even as fundamental a term as fre­
quency turns out to have a meaning 
quite different from that which most 
of us employ in audio.

It is a subtle thing, but sometimes 
subtle things topple kingdoms. Let me 
recap. We know that at present there 
are two major ways of describing an 
audio signal. There is a time-domain 
representation and there is a frequen- 
cy-domain representation. The time- 
domain representation and the fre- 
quency-domain representation are 
Fourier transforms of each other.

Now what the heck is a Fourier 
transform? A conventional textbook 
answer to that question is to write out 
a certain hairy integral equation and 
state.. ."that is a Fourier transform."
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Simply writing down some equa­
tion, as though it were a Machine of 
the Gods, doesn't answer anything. 
Nature does not solve equations, 
people solve equations. Nature works 
in spite of us, and at best the equation 
is some sort of model for the way in 
which nature works.

In the previous article, therefore, I 
suggested a different approach. Sup­
pose we have a signal which we agree 
is a legitimate time-domain represen­
tation. And suppose we ask ourselves 
what form that signal will take if it is 
observed by a being who uses some 
other coordinate instead of time. In 
particular, what would the form of 
that signal be if it has the same di­
mensionality but is somehow mea­
sured in units that are the reciprocal 
of the units of time we use?

Remember, we would both be 
seeing the same signal, but would be 
using different frames of reference.

Pursuing the point further, we 
asked what recipe we could use to 
take our time-domain view and see it 
within the framework of this other 
being's coordinate system. We de­
rived the recipe, which turned out to 
be the Fourier transform. And the co­
ordinate system which this other 
being uses turned out to be the para­
meter we call frequency. Exactly the 
same equation you will find in a text­
book, but with a totally new interpre­
tation.

The thing we call time in audio 
measurements and the thing we call 
frequency are different coordinates 
for describing precisely the same sig­
nal.

Subjective Descriptions
Oh, yes... ho hum, technicalia. But 

if we begin to think what this means 
to audio it gets a bit exciting, because 
this means that frequency and time 
are only two out of an infinite number 
of coordinate systems we can use to 
characterize a signal. We don't have 
to go just from time to frequency, we 
can go from time to some other 
coordinate. And even more stunning 
is that since we can have e ith e r  time 
or frequency, but never both together 
in a m eaningful description, this 
means that those properties of sound 
which we perceive and relate to the

words "tim e" and "frequency" are 
n o t those parameters at all.

Now, think for a moment about 
those words we often use to charac­
terize the sound of imperfect repro­
duction. Words such as "grainy" and 
"forward." These words do not seem 
to fit in with either an exclusive time 
description or frequency description. 
Is it possible that these words belong 
to some other, as yet unrecognized, 
coordinate system which is a legiti­
mate mathematical alternative to time 
and frequency? I claim the answer to 
this question is yes.

Putting it in blunt language, if we 
measure the frequency response of a 
system, and do it correctly, then we 
know everything about the response 
of that system. We have all the techni­
cal information needed to describe 
how that system will "sound." But the 
information we have is not in a system 
of coordinates that will be recogni­
zable by a subjectively oriented listen­
er. Everything is there, but the lan­
guage is wrong.

That is the root cause of the contin­
uing fight between subjective and ob­
jective audio. It is not that e ithe r is 
more correct than the other... rather 
it is due to the fact they do not speak 
the same language. And when I say 
language, I do not mean just the de­
scriptive words, but the very frame of 
reference upon which these words 
are based.

Sticking my neck out further, I as­
sert that the reason technical people 
(and I am one of them) did not recog­
nize the root cause of this problem 
was due to the fact we did not realize 
there c o u ld  be other meaningful 
frames of reference besides time and 
frequency.

And, as a matter of fact, not too 
many technical people are aware that 
time and frequency are themselves al­
ternate frames of reference, rather

than just two terms to be applied hap­
hazardly to measurement.

There! How's that for tipping over 
icons?

Loudspeaker Tests
As a reader of Audio , you've proba­

bly noticed that our loudspeaker re­
views have been a bit more technical 
than is normal industry practice. 
There's a reason for this. These tests 
are a first attempt to relate measure­
ment to subjective perception. The 
various tests we perform did not just 
happen; each is in some way related 
to simple mathematical results in the 
type of geometric structure which we 
might use in perception. It is a first at­
tempt, and very crude at that. But 
somebody's got to start the process, 
so let it be here.

In the remainder of this discussion I 
would like to explain the technical as­
pects of spectrum sampling and ap­
odization as they relate to the loud­
speaker tests we perform in A udio.

Let me begin by recapping a very 
important concept which I flogged to 
death in the previous article. That is 
this mysterious and seemingly sinister 
thing called the uncertainty principle. 
There is nothing mysterious about the 
uncertainty principle at all. It is not 
something nature does to us, but 
so m e th in g  we do to  ourselves 
through the defin itions we give 
things.

Here is the point. It makes absolute­
ly no difference whether we start out 
by defining parameters as being re­
lated by the Fourier transform, or 
somehow discover well along the road 
that two properties happen to be re­
lated through Fourier transformation: 
when tw o properties are Fourier 
transforms of each other, they repre­
sent different ways of describing the 
same thing and hence cannot be 
thrown together into one common 
description. The Fourier transform is a 
map, you see, which converts one co­
ordinate system into another coordi­
nate system.

It is a property of changing from 
one view to another that each part of 
one view becomes somehow spread 
over the entirety of the other view. In 
particular, the Fourier transformation 
takes a single coordinate location in

MAnd, as a matter o f fact, not too  
many technical people are aware that 
time and frequency are themselves 

alternate frames o f reference...”
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“Nature’s clocks always run forward; 
at least, the most diligent searching 
has failed to reveal any experimental 

results to the contrary.”

one view and makes it into a very spe­
cial geometric figure in the other 
view, a figure which we call a wave 
and which extends over the entire 
range of coordinates in the other 
view. If we try to take a restricted 
range of coordinates in both views, 
we cannot do so and be precisely ac­
curate. But what we can do is ask what 
the minimum ranges of coordinates 
are in both  views such that "m ost" of 
the same information is contained in 
each. The form this takes for a popular 
measure of "mostness" is such that 
the product of these two ranges is 
greater than or equal to some num­
ber. This is called the uncertainty 
principle.

Let's see what this means in audio 
terms. Suppose we are testing a loud­
speaker. We kick it with a voltage and 
the loudspeaker produces some sort 
of sound. Let's pick that sound up 
with a microphone and convert it 
back to voltage. Now let's put a switch 
in the output of the microphone. Sup­
pose the switch is initially open, so 
that we do not have any sound signal 
to analyze. Some time after the loud­
speaker puts out a pressure wave, we 
close the switch for one second and 
then open the switch.

What do we have? In the coordi­
nate of time we have a signal that only 
has a sound-related value over a peri­
od of one second. We have created a 
one-second chunk of tim e.. .a time- 
domain representation.

Imagine, if you will, how that volt­
age would appear to some being who 
does not live in a coordinate called 
time, but whose frame of reference is 
something we call frequency.

In fact, if we want to see what he 
sees, we can convert to his coordi­
nate system by making what we call a 
spectrum analysis. In order to do this, 
we have to give up the thing we call 
time. Time will show in this frequency 
spectrum, but it will be in the form of 
the relationship of phase and ampli­
tude of waves in the frequency spec­
trum.

When we look at the frequency 
representation, we will see that there 
is some energy spread over the whole 
of the frequency coordinate. But the 
effect of having taken a frequency 
spectrum from a small chunk of time 
is that the frequency spectrum will be

very slightly out of focus. The edges 
w ill not be sharp, but somehow 
smeared. The amount of this smear 
will be on the order of one Hertz, 
which is the name we give to the unit 
of measurement in this other being's 
coordinate system.

If we had only closed the switch for 
one-thousandth of a second, and then 
seen what our frequency-domain 
friend saw, we would find that the 
smear was of the order of one thou­
sand Hertz units (I'm only talking in 
ballpark figures).

That is the manifestation of what is 
called the uncertainty principle. In 
performing Audio 's  loudspeaker tests, 
I use a 13-millisecond time window to 
make the three-meter or room test. I 
want to find out what spectral com­
ponents are found in that important 
time period which can establish some 
measure of timbre or tonal balance of 
the sound heard from that loudspeak­
er when placed in a room. This time 
duration derives from psychoacoustic 
tests. I cannot legitimately present any 
frequency measurements focused to 
an accuracy of better than about 100 
Hz, including the range from d.c. to 
100 Hz, because of the chunk of time 
which the data represents. To be safe, 
therefore, I only give data from about 
200 Hz upward.

Apodization
Now there's this problem called ap­

odization, which literally means "the 
process of removing feet."

When we hack off sharp edges, 
such as closing and opening a switch 
on a voltage, the equivalent trans­
formed view will be blurred in a most 
unpleasant manner. There will be 
foot-like appendages, or sidelobes, 
which extend outward from each 
place where there should be a solitary 
frequency value standing apart from 
its neighbors.

Again, I must stress this is not due to 
some caprice of nature, it is due to 
our definition. If we hack off edges, 
and if we take a Fourier transform 
view, then we will find sidelobes. And 
I don't give a darn whether we mea­
sure the equivalent frequency re­
sponse with sharp filters or with a 
computer FFT, our definition requires 
they be there. The theory determines 
what we will observe.

In order to minimize (we can never 
remove) them, it is necessary to do 
some sort of blurring or defocussing 
in the hacked-off parameter. The pro­
cess of removing spectral feet by op­
erating on the original data is called 
apodization. There are an infinity of 
apodization processes available, de­
pending upon the type of corre­
sponding blurring we are willing to 
tolerate in the apodized spectrum. 
A pod iza tion  usually consists of 
smoothing the sharp edges by using 
more of what is in the middle of the 
hacked-off distribution than at the 
sharp edges. A u d io 's  loudspeaker 
data is apodized with a nearly raised- 
cosine weight function when fre­
quency response is plotted, and with a 
Hamming weight function when 
time-domain response is plotted.

Time Measurements
Nature's clocks always run forward; 

at least, the most diligent searching 
has failed to reveal any experimental 
results to the contrary. Where we 
poor humans get into trouble is when 
we start out from a frequency mea­
surement and compute the corre­
sponding time-domain response. If 
we have a chunk  of frequency re­
sponse, for example if we have no 
data above 20 kHz, then the time-do- 
main response will be blurred.

In nature, the sharpest edge of ail is 
at "now ." A computed time-domain 
response will therefore spread before 
and after "now ." The computed time- 
domain response will appear to pre­
dict the fu tu re ... that is not really a 
prediction, but a blurred edge.

The energy-time loudspeaker mea­
surement we make is a computation 
from  the anechoic frequency re­
sponse. We band limit from zero fre­
quency to 20 kHz. In order to get the 
sharpest definition of discrete signal 
arrivals, such as due to diffraction
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from the edge of the enclosure, with 
the least amount of predictive "feet," 
we use an apodization function called 
Hamming weighting. Our measured 
sidelobes are actually down close to 
40 dB below the peak giving rise to 
them. But you will still see what ap­
pears to be a predictive risetime prior 
to extremely sharp pulses.

As a matter of professionalism, we 
also check the loudspeaker impulse 
response by using a raised cosine 
pulse of voltage that has a 10 micro­
second half-width. The loudspeaker 
impulse response is viewed on an os­
cilloscope and compared against the 
computed energy-time response to 
make sure all is kosher.

The reason for this belts-and-sus- 
penders approach is due to a fact of 
apodization that, unfortunately, very 
few professional people seem to be 
aware of. Apodization, or a weight 
kernel, or whatever you choose to call 
it, has all the properties of the data to 
which it is applied. This includes the 
properties of amplitude and phase. In 
fact, we could take a converse view 
that the data is actually a weight ker­
nel on the apodizing function.

Now, you know what happens 
when we take a Fourier transform of a 
product of twb functions in frequen­
cy. The result is a time-domain con­

volution of what would have been the 
time-domain representation of each 
by themselves. They get all mixed up.

They get tangled up in phase as well 
as amplitude. And quite often a messy 
data signal will "unsmooth" even a 
good apodizing function. In short, 
this means that sometimes the com­
puted response is lumpier than we 
think it should be. But, and computer 
people take note, unless you have a 
cross check or precise knowledge of 
the amplitude and phase of the data 
being transformed, you don't know it 
happened.

The geometry of this is too lengthy 
to go into here, but most apodizing 
functions used in Fourier transform 
analysis are non-minimum phase. 
Mostly they change the amplitude 
without changing phase. This includes 
Hamming, Hanning, and the rest. His­
torically, this is because the interest 
usually lays in the power spectrum 
(phase, what's that?). That works swell 
when the data is minimum phase. But 
when the data (in our case loudspeak­
er frequency response) has a maverick 
phase term, it can unsmooth a good 
apodizing function. Look at it this 
way, the effect is as though the loud­
speaker response was minimum phase 
and the excess phase term was thrown 
into the weight kernel.

I realize that such talk might be 
highly confusing if you're not in the 
FFT business, but computer people 
ought to know what I mean. Other 
than my own comments in technical 
journals, I don't believe this fact has 
been pointed out before.

What it boils down to is that Audio  
makes every effort to be technically 
accurate, even if we are not terribly 
popular among some manufacturers 
when we do so.

Wrap Up
Let me wrap up this little discussion 

with two observations. First, if we real­
ly want to bring subjective and ob­
jective audio together, we need to get 
down to the fundamentals which can 
be highly technical. Second, with the 
editor's permission, I am trying an ex­
periment with these discussions— in 
using words rather than mathematical 
symbolism, but I am not watering 
down the technical level.

Audio 's  readership covers the full 
range of involvement in the sound in­
dustry, from listener to researcher. 
Reader survey cards (yes, we do read 
them) indicate that many of you want 
more technical articles. And you like 
straight talk. All right, this was a trial 
balloon. Want more? 43
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A fasc ina ting  and m ost g ra tify ing  
th ing happened recently. I w ro te  tw o  
artic les — highly techn ica l artic les —  
th a t discussed the proper m eaning be­
hind the words " t im e "  and " f re ­
q u e n cy" as we use those words in 
aud io  I w ro te  those artic les w ith  the 
in ten tion  o f s tre tch ing  the m ind, my 
own as w e ll as the reader's. This m ind- 
s tretch seems to  have aroused fa ­
vorable  interest, and a great many 
readers to o k  the tim e to  w rite  and en­
courage us to  con tinue  w ith  m ore such 
artic les. Very w e ll, I w ill try.

The Dilemma Of Perception
So there is no m isunderstanding, let 

me state w h a t it  is I am do ing and how 
it d iffe rs  fro m  tra d itio n . I am con­
du c ting  an exercise in tho ugh t by tak­
ing a w h o lly  d iffe re n t approach to  our 
present technology. I choose to  fo rm  
no a priori conclusion ab o u t the tru th  
or fa ls ity  o f the m athe m atica l re la tio n ­
ships w h ich  we now use. Instead, I am 
a ttem p tin g  to  com e up to  those re la­
tionships fro m  a d iffe re n t level o f con­
ce p tua liza tion . I feel th a t we should 
try  to  f in d  o u t "w h y "  as w e ll as "h o w " 
nature appears to  do  the things it  does. 
If you w ish to  ca ll th a t a ph ilosoph ica l 
base, then I do  no t ob ject.

The reason I search fo r  "w h y "  is 
s im p ly th a t right now we have an 
intense d ilem m a co n fro n tin g  us when­
ever we a tte m p t to  co rre la te  our 
physical measurements w ith  human 
sub jective  perception. I t  is no laughing 
m atte r th a t w hat we measure does not 
always corre la te  w ith  w h a t we "h e a r." 
It is a disgrace w h ich  no am ount of 
finger po in tin g  w ill e lim ina te .

I s tart from  the  co n v ic tio n  tha t 
nature does no t solve equations. If we 
are going to  use math, then I w an t to 
know  why tha t m ath should w ork It is 
necessary to  s tart from  some prim al 
base. The prim al base I present in 
these a rtic les is tha t th rough the study 
o f re lationships we can in fe r w h ich 
exist w ith in  any s tructure  o f a llow ab le  
descrip tion. The fancy name is ab­
stract geom etry.

It obv ious ly  derives fro m  my in terest 
in the su b jec tive /o b je c tive  problem , 
since one s truc tu re  o f descrip tion  can 
be tha t o f perceptual concepts, w h ile  
another s truc tu re  can be tha t o f ob­
jec tive  measures o f the ingredients o f 
tha t percep tion. Can we link the 
structures? That is my interest.

R ichard  C. Heyser Alternatives
A few  years ago I published a 

the o re tica l concep t w h ich  I call the 
Princip le o f A lte rna tives11-2' 3). It in­
troduces a lte rnatives as a geom etric 
concept. A lte rnatives are defined as 
those eq ua lly  va lid  descriptions ex­
pressed in d iffe re n t fram es o f re f­
erence and corresponding to  alternate 
spaces o f re p re s e n ta tio n  G eo­
m etrica lly , a lte rnatives are d iffe re n t 
ways o f look ing  at the same thing, and 
the set o f a ll a lte rnatives form s a 
universe o f a llow ab le  descriptions.

W hat th is p rinc ip le  asserts is tha t 
there is no preferred way o f describing 
anything, e ither from  the s tandpo in t of 
d im ens iona lity  or units o f expression. 
And there fore , there are an in fin ity  of 
a lte rna tives fo r any descrip tion  we 
m ight make.

A bstract?  You be t, b u t very  
pow erfu l, because we can consider all 
known classes o f descrip tion, in­
c lud ing  those in w h ich  all we can 
de term ine is the p ro b a b ility  w ith  which 
assignm ent o f properties can be made 
w ith in  a p a rticu la r fram e o f reference 
( " fu z z y "  alternatives).

In the previous Audio artic les I used 
th is p rin c ip le  to  give a new in­
te rp re ta tio n  to  the concepts o f tim e 
and frequency and to  the Fourier 
tra n s fo rm  w h ic h  d e fin e s  them . 
Nam ely: the " tim e  response" is one of 
the a lte rna tives to  the "freq ue ncy  
response" and the Fourier transform  is 
tha t map w hich converts from  one 
a lte rna tive  to  another.

In this discussion, I w ou ld  like to 
carry th is m ind-stretching exercise a 
lit t le  fu rth e r and ask you to  th ink 
abou t the inner meaning which this 
brings to  some relationships com m on 
to  audio  as w e ll as o ther branches of 
science. Again I state my caveat: Do 
no t b lin d ly  accept everyth ing I state, 
th in k  abou t them , m ull these things 
over in yo u r own mind. I be lieve it is 
fa r m ore im p o rta n t to  convince 
oneself o f the reasonableness o f such 
things than to  accept as dogm a that 
w h ich  m igh t la te r be overthrow n 
Besides, once one becomes ac­
custom ed to  th in k ing  abou t such 
things in the abstract, it is going to  be 
m uch easier to  consider the deeper 
waters I w ou ld  even tua lly  like  to  
discuss on the im p lica tio ns  this brings 
to  re co nc ilia tio n  o f the "m e te r"  and 
the "e a r."
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Euclid, Hilbert, and Audio
In the previous article I pointed out 

that "waveness" and "placeness" are 
possible alternatives of each other If, 
for example, we have set up a 
description in terms of any frame of 
reference, then it is possible to recast 
that description into another alter­
native frame of reference in which 
each place in the first becomes a wave 
extending over the whole of the 
second. One of the infinite number of 
ways of performing this conversion is 
that map which we call the Fourier 
transform.

Very well, let us turn this around 
When two descriptions are related to 
each other through the Fourier trans­
form, then these descriptions are 
alternatives of each other.

What special things might we infer 
about these particular alternatives? 
One of the first things we can infer is 
that the number of dimensions will be 
the same for each of them There is no 
way that a three-dimensional 
description can be related by Fourier 
transformation to a two-dimensional 
alternative, for example. There are 
maps which connect three-dimensional 
alternatives with two-dimensional 
alternatives, but the Fourier transform 
is not one of these.

Let us now consider that special 
type of geometric framework in which 
everything obeys the laws of Euclidean 
geometry. All the postulates of Euclid, 
including the parallel line postulate, 
hold. A very little thought about the 
geometric basis for the Fourier trans­
form, which I gave in the previous 
article, will reveal that each of the 
alternatives joined by Fourier tran­
sformation are Euclidean in nature. So 
a Euclidean space is transformed into 
a Euclidean space

Let me pause right here and reveal a 
bit of where we can use this in much- 
later analysis I contend that the thing 
we call distortion in audio, both ob­
jective and subjective, can be regarded 
as a warping of the geometry within a 
given frame of reference. The effect of 
distortion is to convert a Euclidean 
representation into a non-Euclidean 
representation, for example. This 
warping may possibly be handled as 
curvature tensors at some later time. 
But right now I want to point out that 
this talk of Euclidean spaces is very 
important to audio, and it is not part of 
a "snow job."

If what we are describing has a limit 
to its total energy, as all practical 
audio measurements do, then we can 
state that the proper sum of all energy 
components is finite. Many of the 
things we measure are such that their 
squared value is proportional to en­

ergy. Sound pressure is such a pa­
rameter; so are air particle velocity, 
voltage, and current. Not obvious now, 
unless you are into math, but the 
appropriate sum of the magnitude of 
such parameters squared is known as 
the Lebesgue square measure, denoted 
by the symbol L2.

In striving to find some possible 
deep-seated meaning to properties, 
whether of perception or physical 
observation, we are led to search for 
the most general possible statements 
about those properties. Statements 
which are not dependent upon special 
objects of description, but determined 
by abstract relations. If we are really 
successful, our reward is the discovery 
that we have no words with which to 
adequately convey those abstract 
impressions. So we must often double 
up on the use of certain descriptive 
terminology which can invoke some 
appropriate mental analogies. The 
term geometry, as I use it, in these 
discussions, is one such word.

each of the 
alternatives 

joined by Fourier 
transformation 
are Euclidean 

in nature

Another such word is "space." In the 
abstract, the word space refers to a set 
of defined elements together with 
some agreed upon rules for combining 
those elements into the analog of a 
structural configuration. A multi­
dimensional Euclidean space is a 
readily identified example. In this 
case, "space" means what we normally 
mean by the word space.

But there are other ways of defining 
elements and putting them together to 
form other "spaces." Another way of 
saying this is change the frame of 
reference. An example is what math­
ematicians call the Hilbert space L2, 
the infinite-dimensional analog of 
Euclidean space.

Thus, one alternative for expressing 
finite energy signals is a space we can 
identify as a finite-dimensional 
Euclidean framework. Volts as a 
function of time is an example which 
uses the one- dimensional coordinate 
measured in units of time with the 
amount of volts at each moment of 
time being the number representing

the signal at that particular coordinate 
location. Another alternative is the 
infinite- dimensional Hilbert space L2 
in which each possible form of signal 
which has finite energy is one of the 
coordinates, and "how much" of that 
signal is the position along that 
coordinate. Sure, it is abstract, but that 
is what Shannon brought into 
engineering and was the start of that 
very practical endeavor which we now 
call Information Theory.

As a technical point, we can thus 
observe that alternatives can be in­
finite-dimensional as well as finite­
dimensional. As a mind-stretch, we 
should prepare ourselves to grasp the 
conception of infinite-dimensional 
spaces. The reason is that in the early 
parts of this century, mathematicians 
really began to develop tools for in­
finite-dimensional representations 
under the general name of Functional 
Analysis. There is a great wealth of 
knowledge to tap here, as Shannon 
did.

To give you some idea of how we 
might use it in audio consider this 
question: What is melody, or even a 
melodic contour? Stretch the mind a 
bit. If each allowable tone is assigned 
as a dimension, then certain groups of 
tones, bearing particular relations to 
each other, define subspaces of finite- 
dimensionality These subspaces may 
be combinable in a different manner 
so as to form characteristic patterns 
which have extremum  metric 
properties relative -to subspaces 
formed from random combinations of 
tones. That is, the preferred subspaces 
are more densely packed with less 
distance separating members of the 
subspace. I do not know how that 
would work out on a number cruncher, 
or whether it may prove to be a silly 
idea. But the conceptual "distance" 
between certain notes, and I do not 
mean where they are on the musical 
scale but whether they seem to " fit"  
together, seems to form an attractive 
way of discussing chords and how they 
might fit together in the various 
combinations we might think of as 
melodies.

And tweak your imagination with 
this: Might it be possible that such a 
primal framework, which we could call 
a gestalt base of analysis, is also tied to 
other perceptual-observational disci­
plines, such as psycho-linguistics? Is 
there an analogy with Noam Chom­
sky's Theory of Transformational 
Grammar such that the perception of 
sound has a deep structure as well as a 
surface structure?

These are indeed important consid­
erations, but discussion of these things 
lies well ahead of us. And we must get
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back to the fundamentals I wish to 
present in this brief article. With the 
definition of terms cited above and the 
appreciation for the geometric role 
that is involved, we can see that the 
Fourier transform defines a way of 
changing one representation into 
another in a special form-preserving 
manner. In contemporary mathemati­
cal language, the Fourier transform 
defines an isomorphism of the Hilbert 
space L2 onto itself.

The consideration I want to place 
before you is that whenever we run 
across two types of description, both 
of which define a Hilbert space and 
are linked by Fourier transform, then 
these are alternate descriptions. They 
both describe the same thing. The co­
ordinates of these two alternatives are 
versions of each other and can never 
be considered completely in­
dependent.

Observer-Observed
We may have thought, with deepest 

conviction, that we were assembling a 
description of an event (or process, or 
thing) in which there were two types of 
parameters, both of which were 
required for a complete charac­
terization. But, if along the way, we 
discover that these parameters are 
linked by Fourier transformation, then 
nature is telling us that they are 
alternatives.

Should we persist and try to com­
bine both parameters in a common de­
scription, we will discover that there is 
no way we can codetermine an in­
finitely accurate "place'' on both of 
them. After all, a "place" on one of 
them is a "wave" on the other; that is 
what the Fourier transform means.

Those who believe in the adverse 
perversity of fate — the butter-side- 
down philosophy — might point out 
that somehow our attempt to measure 
one of them causes us to lose clarity in 
the other Whenever we set up an 
experiment to determine one of them, 
our apparatus depends upon the other 
one to such an extent as to blur 
complete knowledge of both of them. 
The effect is stated correctly: We
cannot measure one without calling 
the other into play, that is because 
they are different versions of the same 
thing But we should never confuse 
effect for cause.

In audio we want very much to say 
that frequency and time are both 
needed to specify a tone. If we try to 
measure a complex tonal structure 
with a narrow bandwidth filter, we find 
that as the bandwidth gets narrower 
and narrower, the time response of the 
filter smears out to such an extent that 
we can no longer say when that

frequency component occurs. To a 
pessimist it might seem that our very 
attempt at gaining precision in 
frequency was befouled by nature so 
as to lose precision in time. The in­
strument with which the observation 
was made seems to react with the 
signal in such a way as to disturb what 
we are observing.

In other words, if one were not 
aware of alternatives, it would be very 
easy to presume an oberver-observed 
limitation to our knowledge. Any 
attempt at disproving such an in­
terpretation would be doomed to 
failure on any grounds that attempted 
to show there was, even conceptually, 
the possibility of a true infinite ac­
curacy of codetermination of the 
parameters joined by Fourier trans­
formation. After all, we got into the 
trouble by the definition which we 
originally gave these terms plus the 
assumption we made that they were 
wholly independent. Therefore, every 
possible counter experiment we might 
propose that provides indefinitely 
accurate joint parameter codeter­
mination will get destroyed when 
properly analyzed.

What happened? What is wrong? Is 
nature mad at us because we tried to 
mix time and frequency? No, nature 
does not give a darn what frame of 
reference we choose to use. Nature 
does its thing whether we are looking 
or not. Based on this principle of al­
ternatives, I offer the following sug­
gestion: In our subjective evaluation 
we do indeed perceive properties that 
are frequency-like and time-like, and 
they do coexist. But the dimensionality 
of this alternative is higher than that of 
the alternative we use to model some 
of our simpler objective evaluations.

This does not in any way mean that 
time and frequency form subspaces in 
a higher-dimensional perceptual 
space. What I mean is that it is 
possible to map a one-dimensional 
space upward to a four-dimensional 
space if we so wish. Nothing appears in 
one space that does not also appear in 
some fashion in the other space. They 
are alternatives of each other.

A discussion of the mathematical re­
lations for changing from one frame of 
reference to another when they have a 
different number of dimensions lies far 
beyond the points I wish to raise in this 
discussion. We will eventually get to 
that problem. But right now I offer this 
as a suggestion of a way out of the 
observer-observed dilemma when the 
properties we think should be in­
dependent are actually rejated by the 
Fourier transform. There may not be 
anything whatsoever wrong with the 
frame of reference, except that the

properties are not what we think they 
are, belonging as they do to a lower­
dimensional alternative.

Fifty Years Of Uncertainty
I leave you with this important fact 

to ponder. Exactly 50 years ago, 
Werner Heisenberg made use of the 
Fourier transform relationship be­
tween descriptions in momentum and 
descriptions in position, the Dirac- 
Jordan transformation theory, and he 
discovered a most puzzling fact. The 
narrower one made the region of con­
finement of a description in position, 
the broader became the region of 
confinement of a description in 
momentum. The complete derivation 
can be found at the bottom of page 
180 in his now-famous paper.i4>

This particular relationship, which 
we now call the uncertainty principle, 
is, of course, absolutely correct for the 
reasons we have discussed. Surpris­
ingly, little recognition seems to have 
ever been taken of the role played by 
the Fourier transform or of the im­
plications which this brings to the 
interpretation of the inner meaning of 
that relationship.!5' 678> The inner 
meaning that the parameters which 
this relationship ties together are 
nothing more than different ways of 
describing the same thing. 23
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Fuzzy Alternatives

RICHARD C. HEYSER

Tujunga, CA 91042

Previous papers introduced alternatives as a geom etric 
concept [ l ] - [ 3 ] .  A lternatives are defined as equally valid 
descriptions which are expressed in different fram es o f 
reference. G eom etrically, alternatives are different ways 
o f looking at the same thing, and the set o f all alternatives 
forms a universe o f allowable descriptions. In this com ­
munication we wish to expand on that concept and 
introduce the condition o f probability o f assignm ent as a 
classification o f  alternatives.

W e suggest that the process o f  m apping, or transform ­
ing, a description from one fram e o f reference to another 
frame o f  reference can be considered as a transferral o f 
probability.

W hen a fram e o f reference, or space, is such that the 
description within that space is totally determ inistic, then 
that description will be said to be a sharp  alternative. This 
means that each part o f the description can be assigned 
with a probability o f unity to som e corresponding portion 
o f the fram e o f reference. I f  the description has m easure, 
then it will be said to be sharp except over sets o f m easure 
zero.

The mapping from one sharp alternative to another 
sharp alternative will be defined as a jum p  transform . This 
means that the probability o f assignm ent is transferred in a 
discontinuous manner from one space to the other with no 
part o f the description having a probability o f assignm ent 
other than zero or unity. The term jum p transform  is used 
to identify the discontinuous transition in probability.

W hen the transition o f probability can flow continu­
ously, this process will be called a blur transform . Unlike 
a jum p transform , the blur transform  can be term inated 
between sharp alternatives. This form s a class o f  alterna­
tives which one could consider to “ fill in”  all possible 
versions between sharp alternatives. This will be called the 
class o f fuzzy  alternatives. The term fu zzy  is used here to 
designate the condition that the description cannot be

m ade in a com pletely determ inistic manner within its 
specified fram e o f reference. The concept o f fuzzy sub­
sets, due to Zadeh [4], [5], and their use is now firmly 
established [6] — [8]. W e believe that the term as we use it 
here is consonant with the original intent and complements 
contem porary usage.

If  a description has finite m easure, then that can be used 
as a condition o f unit total probability o f containm ent 
within a fram e of reference. For a sharp alternative, the 
total probability of finding the descriptive values in terms 
o f that fram e of reference is unity, and it is zero elsewhere. 
A jum p transform  transfers unit probability to another 
sharp alternative as zero probability is transferred into the 
vacated sharp alternative.

Heuristically we can think of this in the following 
m anner. Im agine that the universe o f allowable descrip­
tions is com posed o f densely packed tesselations. Each 
tesselation defines a boundary for a sharp alternative 
description. I f  we have an event, and that event is 
describable in terms o f a specific set o f coordinates, the 
description m ust be assigned over this universe in such a 
m anner that all o f that description is contained within 
som e definable boundary. I f  the boundary is that o f one 
and only one tesselation, then the description is sharp. A 
fuzzy alternative may range over all o r part of the 
allow able sharp alternatives, much as a unit volume of 
fluid spilled on densely packed floor tiles.

I f  we have established a sharp description in term s o f a 
particular set o f coordinates, then the description exists 
with a probability o f 1 wholly within that particular 
tesselation and exists with a probability o f 0 elsewhere. 
W hen we m ap a description from one alternative to 
another, we transfer unit probability o f occupancy from 
the source tesselation to the destination tesselation; and we 
transfer zero probability from the destination tesselation 
into the vacated source tesselation. All other tesselations
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have zero probability in this operation.
From the standpoint o f an observer who m oves with the 

jum p transform , he stands at one m om ent in a land with 
sharply focused edges and in the wink of an eye is 
transported to another land that looks different, but still 
has sharply focused edges. In the jum p transform the 
description m oves from one tesselation to another like a 
chess piece which is lifted off the board and placed back in 
a new location.

An observer who moves with a blur transform  between 
sharp alternatives will see things about him go out o f focus 
in terms o f the source frame o f  reference as the focus is 
sharpened in term s o f the destination fram e o f  reference. 
W hen an observer is in a fuzzy alternative his blurred 
vision now contains a part o f the source system as well as 
the destination system. Because his total probability o f 
containm ent extends beyond the boundaries o f  any single 
sharp alternative, the probability of confinement to one or 
more o f the allowed sharp coordinates is less than 
un ity— the description is fuzzy —  some edges are blurred.

An important exam ple o f the use o f  this theory occurs 
when the fuzzy alternative is distributed solely over the 
union of two sharp alternatives. This can be illustrated 
with a com mon example drawn from linear audio circuits. 
The finite-energy frequency representation o f a signal is a 
sharp alternative. The time representation o f  that same 
signal is another sharp alternative. The Fourier transform , 
which defines an isom orphism o f  the H ilbert space L 2 onto 
itself, is the jum p transform between these structured 
sharp alternatives. We can blur a description o f that signal 
over the union o f these sharp alternatives so as to com bine 
the coordinates o f both time and frequency in a common 
manner. This is a fuzzy alternative, which means that all 
we can specify, in term s o f tim e and frequency, is a 
probability o f  joint assignm ent, with a total probability of 
unity when all tim e and frequency is considered.

The mapping function, defined in the earlier paper [3], 
which ranges over the union o f both spaces, determ ines 
the assignment o f probabilities. In the case involving 
Fourier transform ation, the uncertainty relationship is an 
expression o f  that probabilistic situation. This was pointed 
out in the earlier paper by the observation that the 
uncertainty relation is an interspace mapping rule and is 
itself a special case of a more general interspace relation­
ship. The interspaces referred to were the set o f  all fuzzy 
spaces between sharp spaces, and the mapping rule is one 
expression o f the assignment o f probabilities for the fuzzy 
alternatives involved.

Defining mapping as an assignm ent o f  probability, and 
from this the concept o f fuzzy and sharp alternatives, 
provides a formal structure for many o f the procedures we 
now use. The engineer’s use o f the word “ frequency,”  for 
exam ple, can be identified with a fuzzy param eter defined 
only in a probabilistic sense when other param eters are 
involved, but which approaches the sharp param eter when 
the probability o f involvement with the other param eters 
approaches zero.

The blur transform allows us to blend from one frame o f 
reference to another with absolutely no discontinuities 
encountered during the transition. This is true whether we

pass upward, dow nw ard, or remain unchanged in dim en­
sionality. Properties perceived about us while we are in a 
fuzzy alternative will com bine or coalesce in such a 
m anner as to give the appropriate dimensionality as we 
proceed in this transition.

I must caution, how ever, that when we use this concept 
o f alternatives we must give up the idea that certain 
properties are invariants o f any description. Among the 
properties that may change when we convert from one 
alternative to another are dim ensionality, units o f expres­
sion, m etrizability, continuity, and “ betw eenness.”

A description which is com pletely continuous and 
“ well behaved”  in an alternative at a particular level o f 
dim ensionality may becom e quantized with allowed and 
unallowed states in an alternative using a different level o f 
dim ensionality. Parts o f a description may seem to disap­
pear at certain places in such an alternative and reappear at 
other places with zero or low probability o f being found at 
intervening locations. This seem ingly bizarre behavior is 
due solely to the choice o f  fram e of reference and implies 
only that observations m ade w ithin that fram e of reference 
will yield such results.

It is entirely conceivable that even in a fam iliar well- 
behaved frame o f reference this discontinuous property 
may be identified under certain conditions. One such 
condition is that modification of the geom etric structural 
rules which gives rise to the deformation we identify as 
distortion. A pure tone reproduced at ever increasing 
levels through a nonlinear process will give rise to 
distortion products. These distortion products, in the 
sim plest case, may be found only at harmonic locations 
with any reasonable probability. Furtherm ore, the signal 
energy may appear to pass from fundamental to third 
harm onic with no m easured second harm onic content as 
the level is increased. A dm ittedly, this is an oversimplified 
exam ple, but does illustrate the situation.

This com m unication is a sum m ary update o f work in 
progress toward developing an analytical structure suitable 
for modeling both subjective perception and physical 
observation. The term inology of subjective audio often 
contains what can now be form ally identified as fuzzy and 
im precise descriptors. These descriptors, syntactically 
structured  and appropriately  identified, can form a 
rudim entary language capable o f conveying meaning at an 
experiential level o f a higher dim ensional alternative. The 
geom etry of alternatives can thus serve as a metalanguage 
for translating between subjective and objective descrip­
tions o f the same event.
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Richard C. Heyser

Surely the end product of audio 
technology is the listening experience. 
We must never lose sight of this fact. 
No matter how exotic our instrumenta­
tion, no matter how impressive our 
mathematics, it is what we hear, not 
what we measure or compute, that is 
the final arbiter of audio quality.

But this does not mean that we 
should turn away from technology 
when attempting to assess or improve 
audio equipment. It means that we 
should become more aware of the 
proper role that is played by in­
struments and mathematics. For it is 
still the sole dominion of technology 
to give us objective and repeatable 
measures of our gradual climb toward 
perfecting audio systems. And until 
that day when we can quantify human 
experience and emotion, it is still our 
standard of improvement.

Vet we face a dilemma in modern 
audio technology: Our measurements 
do not always correlate with what we 

"hear." Are the measurements 
wrong? Is there something 

in human perception 
which transcends our 

technology?

Are there "hidden variables" that we 
overlook? Or are we fooling ourselves 
by creating a mystique of the golden 
ear? Whatever your personal views on 
this matter, there is one thought I 
would like you to ponder. . .the effect 
that modern sound reproduction 
strives to achieve is the creation of an 
acceptable illusion in the mind of the 
listener.

Illusions
It takes no small amount of in­

testinal fortitude to stand up and tell 
an industry striving for technological 
perfection that what we are really try­
ing to do is create an illusion. Yet that 
is the inescapable conclusion to be 
drawn from analysis of our present 
situation.

Almost without exception, the 
physical sound field in a listening en­
vironment could not in any way be 
created by actual sound sources 
located where we perceive them to be. 
There can be no stage-center vocalist 
located between our stereo loud­
speakers and 10 feet behind a back 
wall. There can be no string section 
stage-left and 30 feet back. Yet that 
may be the illusion we perceive from a 
good stereo reproduction. We fuse 
these illusions from two discrete sound 
sources plus internal reflections in our 
listening environment.

The physical sound field which a 
modern sound reproduction system 

creates is definitely not congruent 
with the apparent sound field 

which we hope the listener per­
ceives. What a listener "hears" is 
not a reconstructed hologram of 

a live performance. Instead he 
is subjected to a carefully 

contrived sound field which 
is intended to stimulate a 

specific type of perception.
The listener is not a dupe 

in this circumstance, but is 
a willing participant who 

will often knowingly reject 
interfering sensory cues 

that would otherwise 
damage the illusion.

The enhancement of this illusion, as a 
commercial enterprise, involves art as 
well as science.. psychology as well as 
physiology.

Ingredients of Listening
Consider the ingredients of this 

listening experience. Let me define 
perception as the awareness of the 
world about us which we gain prin­
cipally through sensory experience. 
While the sensory stimulus may be the 
result of independent processes, the 
perceptual image which we fuse from 
these senses is combined within the 
higher levels of the mind into an inter­
related structure. Sensory imagery in­
volves a multi-dimensional structuring 
in which ordinary physical space com­
prises only part of the dimensional 
frame of reference against which we 
form perception. This perceptual struc­
turing is based on physical and emo­
tional experience and is such as to 
align the majority of sensory ex­
perience at any moment with a consis­
tent world-picture in our minds. The 
perception of sound involves more 
than just what we "hear." It is a 
holistic experience that involves not 
only the other senses, but past ex­
perience and present emotional state 
as well.

Not all of the sensory stimuli or prior 
experience need necessarily agree in 
order for us to form a perceptual im­
age. Consider the art of a ventriloquist. 
Through manipulation of acoustic, 
visual, and associative relationships, a 
ventriloquist can project an illusion 
quite inconsistent with reality. I 
suspect that a ventriloquist would find 
it difficult to confuse a blind person.

This deception, which we find so 
entertaining, indicates a deep struc­
tural compatibility within human 
perception. Not only can we cope in a 
world which presents us with a conti­
nuing barrage of sensory stimuli, some 
of which can be misleading, but we 
can willingly "shut out" certain cues in 
order to enhance our perception 
These are things that I, as a reviewer, 
must recognize whenever I form a
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value judgment on the listening 
qualities of a product.

On a survival level, the structuring 
of perceptual cues should relate to 
physical reality. A cave man would 
have been easy prey for a tiger which 
was seen on the left, heard on the right, 
but could bite him from the rear. We 
align our perceptual cues into a meta­
framework which I have referred to as 
a "rightness of perception." But on a 
more leisurely level, otherwise signifi­
cant structural cues can be slotted into 
a lower hierarchical level of im­
portance to perception. The world-im- 
age which we fuse in our perception 
may seem quiet real to us, but it does 
not necessarily coincide with ingre­
dients of a physical reality.

Not A Hologram
The often overlooked art of record­

ing lies in knowing how to structure the 
acoustic cues so as to enhance either 
the illusion of reality or the evoked 
emotional experience. Simply sticking 
microphones in a place where record­
ings are to be made will not do it if we 
want the proper listening experience 
from our present reproduction 
technology.

I must point out that it is 
theoretically possible to record a 
dynamic diffraction pattern of an 
acoustic performance — a hologram. 
Some day we will do that, but it is not 
what we now record. We do not record 
a hologram; we do not even pretend to 
record a hologram. Nor do we even 
pretend to play back a reconstructed 
holographic sound field. Yet, I submit, 
much of the hoopla of present audio 
component measurement technology 
is based on the assumption that we 
listen to a reconstructed hologram

The component designer who, in 
good faith believes he is thoroughly 
measuring the performance of his pro­
duct, tacitly assumes that perfection is 
a reconstructed hologram. He then 
compounds this problem by using 
distortion measurements which are 
based on linear mathematics (I will 
have more to say on this important 
matter at another time). When a non­
technical listener hears this product as 
part of a modern sound reproduction 
system, he may perceive an unpleasant 
warping of the illusion It is distorted 
as a perceived experience The 
designer is enraged that his product —  
which measures double 0 nothing per 
cent "distortion" — can be perceived 
right through the much higher 
measured distortion of other com­
ponents. Obviously, in the tech­
nologist's eye, the non-techmcal 
listener is a freak to be ignored Par­
ticularly, since this listener uses weird

words such as furry to complain about 
the imperfections he perceives. The 
result is an industry split right down 
the middle, with math and fancy test 
instruments on one side and 
dissatisfaction expressed in flowery 
rhetoric on the other side.

Both sides of this controversy have 
been squared off against each other 
for at least 50 years, and neither will 
give an inch to the other.

It is my opinion that before we can 
try to answer the question "why can't 
we measure what we hear?" If we do 
not know what we are trying to do, 
then how can we expect to know how 
to do it better?

‘V: $ ’ i i

■ , - 
     . .  :.

I submit that what we are trying to 
do in today's technology is provide a 
particular type of listening experience 
under the limitations imposed by our 
ability to recreate a physical sound 
field. A great many years from now we 
will be able to record and reproduce 
an acoustic hologram, assuming that 
this is what the listener wants.

Meta-Language
Once we recognize that the actual 

sound field in a listening enviroment is 
not identical to the sound field which 
we may perceive, we get a whole new 
perspective on the problem of being 
able to measure what we hear. It is the 
illusion of reality, not the reality itself, 
that we must measure.

Now, I know that such a statement 
may turn a lot of people off, but do not 
be misled by any emotional reaction to 
my observation that the listening ex­
perience involves the structuring of an 
acceptable illusion by means of artful­
ly contrived sensory cues. This does 
not mean, as I pointed out earlier, that 
we must abandon technology. It does

not mean that at all. As a matter of 
fact it directs us back toward 
technology of a much higher level.

Consider this: Our entire multi­
billion dollar sound reproduction in­
dustry depends, in one way or another, 
on the observation that most persons 
will experience the same type of illu­
sion if subjected to the same type of 
stimulus Stereo would have been a 
total flop if the illusion of lateraliza­
tion and depth were a random oc­
currence among the listeners. In other 
words, there is a commonality of struc­
turing which shows the promise of be­
ing analyzed by a higher level of 
technology than that which we now 
use.

This higher level of technology 
might serve as a meta-language which 
we can use to translate between cer­
tain objective and subjective descrip­
tions of the same event. And isn't that 
really what we want to do if we are to 
correlate what we measure with what 
we hear?

Language of Perception
Let me pursue that particular point a 

little farther. If human perception is 
structured in the manner I indicated 
earlier, then any attempt to convey in­
formation about personal impressions 
of a perceived experience might use 
terminology dependent upon that 
structure. The language of perception 
may depend upon inter-sensory 
analogies of form. We might describe 
our impressions of a sound in terms of 
shared experiences of sight, touch, 
taste, or smell, as well as sound.

A language capable of conveying in­
formation about our perception may 
be syntactically structured to evoke 
the appropriate sensory imagery. Seen 
in this light, the symbolic, often 
flowery, terminology of subjective 
audio begins to make a bit more sense 
(no pun intended). There is a language 
here, and words such as sharp, bright, 
and furry do convey meaning at an ex­
periential level.

But if this language of perception is 
based on structural rules derived from, 
or consistent with, physical ex­
perience, then there is a conceptual 
link with objective measures of the in­
gredients of that physical experience. 
But, let me come at this from another 
direction. If, as Einstein cautioned, it is 
the theory which decides what we can 
observe, then the frame of reference 
establishes the form which that theory 
will take. When two observations are 
related to the same event but use dif­
ferent frames of reference (such as our 
perception of a measurable sound 
field) then there is a conceptual link 
between these frames of reference if
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the observations are internally self- 
consistent

If we "hear" the same sort of thing 
every time we listen to the same set of 
physical stimuli, then, somehow, the 
measurements are related to what we 
hear. But that relationship is never a 
congruence when the frames of 
reference are not congruent. It is a 
foolish person who will draw conclu­
sions about the "audibility" of certain 
technical flaws in the physical 
reproduction based on limited "listen­
ing" tests and ignorance of the possi­
ble differences in the frames of 
reference.

The first step we must take in quan­
tifying perception is to learn the cipher 
of its language. But we must do more 
than just compile a dictionary of 
terms, because such a list of terms will 
remain a book of "seven seals" unless 
we try to understand the structure to

which this language is applied — the 
frame of reference.

Altered Awareness
There is a final point I would like to 

address in this brief discussion. The il­
lusion which we strive to achieve in the 
mind of the listener does not have to 
be an illusion of physical reality. The il­
lusion can be that of an emotional ex­
perience based on a frame of reference 
in which the ingredients of physical 
reality are of minor importance.

No two persons need necessarily 
have identical frames of reference for 
perception. Indeed, our individual 
frame of reference can evolve and 
change from one time to another and 
from one situation to the next.

This altered awareness may be the 
result of a deliberate act on the part of 
the observer, or it may evolve quite

subconsciously as a result of ex­
perience, training, or even emotional 
state.

I present this conclusion with no in­
tent of becoming embroiled in 
philosophical discussions of: "What is 
reality?" or "How do I know that you 
hear a C major chord as I hear a C ma­
jor chord?" Instead, I am sticking my 
neck out and presenting certain 
technical interpretations drawn from a 
transformational geometry based on 
the concept of frame of reference.

This structure of perception or con­
scious awareness, or whatever you 
choose to call it, is all too frequently 
overlooked when we consider the 
superficial technical aspects of audio. 
But these things are there when we 
really strive to understand what it is 
that we are attempting to do in 
audio — when we realize that the end 
product is the listening experience. 3̂
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162 t im e  d e l a y  s p e c t r o m e t r y

There have been many science fic­
tion stories with plots involving worlds 
of differing dimensionality. My favor­
ite among these is a perennial science- 
fiction classic called "Flatland, A Ro­
mance of Many Dimensions." Written 
in 1884 by E.A. Abbott, a schoolmaster, 
it is still available, in its seventh edi­
tion in paperback (1). What does that 
have to do with audio? Well, if you 
know the story, and accept some of 
the concepts I am about to present, 
you might come to agree with me that 
we now live in an audio flatland.

Written more than 20 years before 
Einstein's first paper on relativity, 
"Flatland" is pure fantasy and makes 
no pretense of application to human 
affairs. Yet in an abstract sense, the 
subject matter of Abbott's book antici­
pated some of the conceptual prob­
lems which three-dimensional humans 
might encounter in dealing with the 
four-dimensional universe of relativity. 
Ehis has been pointed out by several
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scientists in popular books discussing 
the space-time continuum. (2, 3). The 
central difficulty is in demonstrating to 
people, whose total conceptual struc­
ture is geared to one level of dimen­
sionality, that higher dimensionality 
exists and is capable of being under­
stood.

One Dimension, Two Dimension, 
Three Dimension, Four.. .

The allegories are numerous, and 
Abbott's "Flatland" is one of the better 
known of these. . I will not spoil the 
story by telling the plot. It is a delight­
ful little book and, like its subject mat­
ter, can be read at several levels of 
conceptualization.

But I will impose on you the follow­
ing mind-expanding thought. We can 
quite easily grasp the idea of a two- 
dimensional subworld that is imbed­
ded in our three-dimensional world. In 
mathematical language, a subspace is 
an easy thing to imagine because it is
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usually generated by denying one or 
more of a higher dimensional set of at­
tributes to the lower dimensional 
space.

As an example, this piece of paper 
on which these words are printed can 
be thought of as a two-dimensional 
subspace. Left-right and up-down are 
the dimensions of the printed page, 
but in-out is not.

The concept of in-out is denied to 
any being who "lived" in the two-di­
mensional world of this page. The 
third dimension, which we call height, 
is denied this being because he cannot 
stay completely within the confines of 
his space and touch all parts of our 
three-dimensional space, so long as his 
is a subspace. That is easy to under­
stand.

But suppose his was not a subspace. 
Suppose his space was our space, but 
the difference was that he saw it as 
two-dimensional while we saw it as 
three-dimensional. In order to visual­
ize, as a three-dimensional person, 
how this might come about, suppose 
the sheet of paper was enormously 
large and we began folding it back and 
forth to compress the paper to some 
reasonable volume in our space.

The math is sloppy, but it is the 
thought I want to get across. If all we 
did was fold and compress the paper, 
we would never alter the fact that it 
was a subspace, but we can begin to 
see that the property we call height 
would in fact begin appearing as an 
attribute within the two-dimensional 
subspace. Depending on the way we 
folded the paper, things that moved 
up, as we saw them, might appear to 
shift in lateral position in our two-di­
mensional friend's point of view.

The being who lived on the paper 
would now see the third dimension. 
But he would not recognize it as a di­
mension unless we told him what it 
was. He would, instead, observe it as 
some weird property joining relation­
ships in his two-dimensional exis­
tence.

Now, let's do it again. Only this time 
we "superior" three-dimensional be­
ings see the plight of a one-dimen­
sional being. He lives on a string and 
does not even know what up-down 
means. All he knows is what we call 
left-right.

But his string world is so very long 
that we begin rolling it up like a ball of 
twine to concentrate it in a small re­
gion of our space for observation. 
Finally, even though this one-dimen­
sional space has no width, when it is 
so crammed together that no part of 
our three-dimensional space is farther 
than some previously agreed upon 
small distance from some part of the 
string, we can agree that he "touches"

everything we do. He actually sees 
three dimensions. But he does not ob­
serve the properties as a thing he 
might call "dimension." Instead he 
sees it as certain relationships among 
his one-dimensional observations. 
What to us is a vertical line might ap­
pear to him as an array of disjointed 
coordinate locations.

Now the mind expanding part . . . 
the part that is new. Two beings can 
observe and describe everything that 
happens, but do so from the 
viewpoints of different dimensionality.

I do not mean to imply that there 
are four-dimensional beings or two-di­
mensional beings among us. The point
I wish to convey is that there is no pre­
ferred frame of reference for any 
observation, either for number of di­
mensions or units of measurement.

There is an additional consideration 
to this geometric concept of Alterna­
tives, one that has far reaching conse­
quences. Although the folding of the 
two-dimensional paper and twining of 
the one-dimensional string were alle­
gorical, they do illustrate that the con­
cepts of continuity and "between­
ness" do not have to be preserved 
when we change dimensionality.

A trajectory of smoothly continuous 
values in a higher dimensional alterna­
tive, for example, might show up in a 
lower dimensional alternative as a 
discontinuous set which may disap­
pear at certain places and reappear 
elsewhere without being found at in­
tervening locations.

A being who is accustomed to sen­
sations perceived in a particular di­
mensionality and frame of reference 
might form certain concepts about 
that situation which "make sense."

Any attempt to convey to such a being 
the possibility of a higher dimensional 
version of his universe will be a most 
difficult chore because it cannot make 
sense if one tries to explain it in terms 
of the coordinates of that lower di­
mensional space.

This was the conceptual problem in 
Abbott's "Flatland," except that now 
we are not talking about a lower di­
mensional subspace imbedded in a 
higher dimensional space. We are con­
fronting the problem of a lower di­
mensional Alternative to a higher di­
mensional space. Things can disappear 
from a subspace and not be found 
anywhere in it, but that is not the case 
with Alternatives. Things do not disap­
pear in Alternatives, they show up as 
other geometric configurations.

The point I wish to convey is that if 
we discover some seemingly bizarre 
behavior that does not seem to make 
sense in our otherwise orderly view, 
we might be able to reconcile such be­
havior by converting to an alternative 
system of coordinates —  possibly at a 
different level of dimensionality.

These are new ideas and take get­
ting used to. And yes, by George, they 
do have application to audio and sub­
jective perception. But allow me to 
continue with some of the fundamen­
tal concepts before swinging into 
sound.

Windows
Suppose we have a good technical 

description of something. We have a 
mathematical description nailed 
down. There are no hidden variables. 
Our description will involve certain 
cause and effect relationships among 
parameters. If we now set up a physi­
cal observation in those parameters 
and if we have not left anything out, 
then nature will oblige us by operating 
in consonance with those parameters. 
This does not mean that nature prefers 
these parameters. Nature does not give 
a darn what parameters we choose. All 
it means is that we were consistent in 
setting up a model.

Suppose that we wish to take anoth­
er view using other parameters. We 
wish to see the world through a differ­
ent window. How many windows are 
available? As many as we care to find. 
That is what I call the Principle of 
Alternatives.

We already discussed two of the 
windows in previous articles. One 
window is measured in units called 
time, while the other window is mea­
sured in units called frequency. It 
makes no difference whether we look 
through the time window or the fre­
quency window, we see all there is to 
see of the same thing. Only the way it 
appears is different.
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A Five-Space
Now let's see what relevance this 

technofreak talk has in sound repro­
duction.

Did you ever hook an oscilloscope 
onto the output terminals of a power 
amplifier and watch the voltage wave­
form while listening to the sound 
coming out of the loudspeaker con­
nected to the same terminals? Or hook 
a 'scope to the output of a micro­
phone while you listened? What you 
see on the oscilloscope is a representa­
tion of a one-dimensional signal. It is 
volts as a function of time. But when 
you listened to that signal, what did 
you perceive in the way of dimen­
sions? More than one, I will wager, if 
you aligned that perception with prior 
experience of the way things sound.

Sound has a "where." That is, it is 
located in physical space with respect 
to us. That is at least three dimensions 
right there. Sound also has a property 
which I will simply call "tone." Pitch, 
timbre, and the things we measure in 
units of pitch are expressions of tone. 
"Where" a sound source originates 
and what "tone" that source has are 
independent properties. Whether a 
clarinet is stage left, stage center, or 
stage right does not dictate what musi­
cal notes are going to be playable on 
that clarinet. So "tone" is somehow in­
dependent of "where" and can rank as 
at least an additional dimension.

Then there is "when" a sound 
occurs. Think about it a bit. That is an­
other possible dimension. Then, there 
is a "how much," or intensity, which is 
not a property precisely dependent on 
the other things which I call dimen­
sion.

All in all, if we add up those proper­
ties generally agreed to be independ­
ent attributes, we find that the least 
number of dimensions we can get 
away with in a subjective description 
of sound is five.

And where is all (or most) of that 
higher dimensional information in that 
silly one-dimensional waveform we 
view on an oscilloscope? It is there. 
But just as the three dimensions of 
space viewed from a one-dimensional 
ball of twine, the higher dimensionali­
ty of perception is encoded as the rela­
tionships existing between properties 
in the one-dimensional waveform.

Yes, yes, I know about two channels 
for stereo, four for quadraphonic, and 
all that But right now we are on the 
ground floor and trying to tie certain 
properties of subjective perception 
with other properties we now measure 
in objective analysis. I imagine many 
of us at one time or another have had 
the experience of finding that due to a 
technical error we had been listening 
to a two-channel mono feed when we 
thought we were hearing stereo. And 
like the optical illusion which, once

recognized, never looks the same 
again, we find the subjective dimen­
sionality collapsed to an "obvious" 
mono program when the deception is 
discovered. But we had been 
fooled . . . that one-dimensional pro­
gram had supported a whole stereo 
illusion.

Back To Flatland
The audio technologist who mea­

sures things in the frequency domain 
resides in a linear world of one dimen­
sion. He is a Flatlander. There is noth­
ing wrong with that. So long as the de­
vice is linear, or essentially linear, the 
audio Flatlander sees everything there 
is to see. His window happens to look 
out onto a one-dimensional universe.

The prime audio problem ("how can 
we measure what we hear?") arises 
when this Flatlander tries to convey 
measures of fidelity to the being who 
sees things through a higher dimen­
sional window. Neither one sees 
something the other does not.

But that which appears essentially 
perfect to a Flatlander, may or may not 
be essentially perfect when viewed in 
a higher dimension. The reason for 
this, as we have discussed, lies in the 
fact that if these are genuine Alterna­
tives (different ways of describing the 
same thing), then the map between 
them is a geometric transformation. 
Distributions are mapped into distri­
butions. A simple, elemental place in 
one Alternative will appear as some 
geometric distribution (or configura­
tion) in the other Alternative.

As an aside, I must point out that 
the concept of "place" is perhaps bet­
ter understood in terms of this idea of 
geometric distribution, or configura­
tion, or figure. The concept of "point," 
or the concept of "line," or of any spe­
cial type of "figure" is not fundamen­
tal to the establishment of a valid 
geometry. That is a very difficult thing 
to recognize, accustomed as we are to 
the strong arm methods of teaching 
mathematics to generations who 
couldn't care less about mathematics. 
Only recently have we begun to ex­
plore distributions as a Theory of Gen­
eralized Functions, in order to bring 
light to a badly illuminated part of our 
understanding. The Dirac delta is the 
prime example of a distribution that 
can begin giving meaning to the 
"place" where something can be 
found. Unfortunately, some popular 
discussions about the so-called delta 
"function" as applied to audio have 
fallen into the trap of trying to explain 
it in heuristic terms, such as . . . "exist­
ing only at a point but having unit 
area." Such an explanation is no expla­
nation at all, because generalized 
functions cannot be assigned values at 
isolated points.

The audio Flatlander, viewing the

frequency response of a loudspeaker, 
amplifier, cartridge, or whatever, can­
not possibly make "sense" out of the 
protestations of a higher dimensional 
being that the Flatland ranking of dis­
tortion does not always correlate with 
that being's ranking of distortion. It 
does not make sense to the Flatlander 
as long as he uses his own coordinate 
system.

Unless it is disclosed to him, the 
Flatlander has no way of knowing that 
higher dimensional "places" show up 
as geometric properties in Flatland. 
The converse is also true; each place in 
Flatland may appear as some spread of 
values in the higher dimensionality.

The problem becomes enormously 
compounded when either the Flatlan­
der or the higher dimensional being 
set up test figures to check for the pos­
sibility of geometric warping. The test 
figure is usually chosen to be that 
which is easiest to measure with in  a 
particular frame o f reference. The test 
figure which a Flatlander might choose 
does not necessarily correspond to a 
test figure which might be chosen for 
any other dimensionality.

So our audio Flatlander might set up 
a test figure which represents a perfect 
concentration of a unit volume of ma­
terial at a well-defined "place." We 
might call it a delta function corre­
sponding to unit energy at one fre­
quency. (Another audio Flatlander, liv­
ing in the one-dimensional time 
domain, would perceive that particular 
test figure as a "wave" extending over 
the whole of the time domain. He 
would call it a sine wave.)

The frequency domain Flatlander 
then checks for geometric warping by 
determining how much material ap­
pears at other "places" when the test 
figure is processed. The Flatlander 
might set up a standard of warping, 
such as: If no more than one
thousandth of one percent of the vol­
ume of the test figure can be found at 
any place other than the original loca­
tion, the geometric warping will be es­
sentially nil. It would seem logical to 
presume that if one found two percent 
of the volume out of place, the warp­
ing would be greater than if one only 
found two-hundredths percent out of 
place. So the audio Flatlander can go 
about checking for geometric warping 
by placing test figures at various loca­
tions in his space.

But what might a higher dimension­
al being perceive? First of all, the Flat- 
lander's test figure might have no par­
ticular significance in the view through 
the higher dimensional window. How 
might you feel if you looked out of 
your living room window and saw col­
ored lights flashing across the sky like 
a giant aurora borealis display? If you 
asked what was going on, you would 
get a reply that a one-dimensional
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being was testing the universe for 
linearity. "See there," he would say, 
"that's a perfect signal at coordinate 
location 47." And you would see a 
steady green glow with ripples of red 
slowly moving across the sky.

The Flatlander's test figures are 
things that he can understand. In the 
Flatlander's world, a test figure corre­
sponding to something of significance 
to a higher dimensional being might 
appear hopelessly complicated. If, in 
looking out of your window, you had 
said, "Hey, knock off the silly lights; if 
you want to check for geometric warp­
ing, use this meter rod." And you hold 
the meter rod up. After a brief pause 
the Flatlander would reply, "You're 
nuts, all I see is a blurring of edges and 
a purple glow."

Silly example? Perhaps, but the 
math, or more properly the geometry, 
is reasonably illustrated by such an 
example. One-dimension and five-di­
mension beings cannot agree on the 
subtler aspects of scene distortion be­
cause each sees the view through dif­
ferent windows.

Views
If you remember our discussion of 

the end product of audio, the query

"how do we measure what we hear?" 
translates to "how do we measure the 
illusion we perceive?" This brief dis­
cussion has been our deepest penetra­
tion so far into the abstract. But the 
problem it addresses is of the utmost 
practicality. Perhaps we cannot mea­
sure the illusion of sound, but we 
might be able one day to grasp some 
of its structural properties, as a 
perceived higher dimensional experi­
ence.

In this case I am attempting to con­
vey a reason why conventional distor­
tion measurements, such as harmonic 
and intermodulation, need not neces­
sarily correlate with our subjective im­
pressions of distortion Geometric 
warping of a perceived illusion and 
geometric warping of a lower dimen­
sional test signal are both distortions. 
But they are distortions expressed in 
terms of the framework of the refer­
ence system against which they are 
measured. If those frames of reference 
are not the same, whether they differ 
in dimensionality or some other way, 
we cannot automatically rank them as 
equivalent. It may happen in a gross 
measurements that three is greater 
than two, and two is greater than one 
for certain types of distortion as ex­
pressed in either reference system. But

somewhere along the line, we are 
going to get into difficulty quantifying 
subtler forms of distortion with such 
gross equivalents.

But whether we are talking about a 
distortionless situation or one that is 
badly distorted, the deeper geometric 
property I want you to consider is that 
of the possible dimensionality which is 
involved in any particular situation. 
We have only begun to touch on this 
subject and I hope to expand on it in 
later discussions, but the next time 
you hear an argument between a tech­
nologist and a golden ear about the 
audibility of certain types of distortion, 
think of this: Is the technologist really 
a Flatlander, and is it possible they do 
not agree because they each have a 
view through a different window? JQ
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There is evidence from studies of 
the brain that the perception of music 
is different from the perception of lan­
guage, and that words which are spo­
ken are perceived differently than 
words which are sung. There is also ev­
idence that the way in which we 
perceive certain natural sounds, 
whether as music or language, may be 
related to cultural differences and 
learning experience. If these, and 
many other such things in our percep­
tion of sound, be true, then where in 
our audio technology do we address 
such factors? If not, then why not?
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In an earlier discussion 1 broacne 
the issue of the end product of audio. 
The end product is the listening expe­
rience. The end product is not adver­
tising specs, it is not meter readings, or 
wiggles on an oscilloscope, or piles of 
charts and graphs. The end product is 
that very private and personal experi­
ence we have when listening to repro­
duced sound.

If we are ever going to put a number 
on the quality of that experience, then 
it is clear that we must do more than 
specify the cosmetic perfection of a 
waveform or pursue an endless quest 
of reducing measurable distortions on 
laboratory signals which may have lit­
tle bearing on the process of percep­
tion of sound.

Somehow in our technical consider­
ations of audio we must also recognize 
the role played by human emotion. 
Aggression, paradox, strength of opin­
ion, and conflict of interest may not be 
considered as control variables by an 
audio designer, but they can be very 
important in determining the success 
of the product which he designs.

Under The Lamppost
Achieving a satisfactory illusion of 

reality is a goal of present audio tech­
nology. But understanding how to 
achieve this goal demands that we 
consider a great deal more thdn some 
of us may be willing to admit. I know 
from firsthand experience the feelings 
of frustration that can result when an 
audio component measures well but 
sounds bad. Fancy mathematics and 
precision test equipment tend to lose 
their charm when they disagree with 
our ears.

The problem lies 
not in our science 

but in ourselves. We 
misapply the sci­

ence. Nowhere is 
this more evident 
than in the way in 
which we use con­
cepts drawn from 

linear mathematics 
to develop models 

of distortion. 
Today's best dis­

tortion measurements 
Sed on linear theory. Need we 

wonder why it does not always work?
A suitable parable for this misap­

plied attitude can be found in an old 
theater routine. The curtain opens to 
show a man, obviously well in his 
cups, muttering incoherently and 
scrambling around on his hands and 
knees under a lamppost. Soon a po­
liceman strolls by, looks at the drunk's 
frantic motions, and asks the cause of 
his actions. The drunk replies that he 
dropped his last coin and must find it 
since it was his carfare home. So the 
kindly peace officer gets down on his 
own hands and knees and commences 
to help look for the coin under the 
lamppost. After a while, the policeman 
asks if the man is sure he dropped the 
coin in this place. "No," the drunk 
replies, "I dropped it over there," 
pointing to the dark bushes away from 
the post. "What," the policeman bel­
lows, "are you doing looking for it 
here?" "The light is better here," an­
swers the drunk.

That corny old stage routine is a 
good analogy for many of the things 
we tend to do in the name of science. 
We solve the linear math problem be­
cause the light is better there. And, 
just like the man in his cups who can 
justify his deeds because he can see 
what he is doing, we can produce daz­
zling mathematical chicken tracks to 
defend our choice of mathematics.

But it is not the mathematics that is 
wrong; the folly lies in its misapplica­
tion. Nor can we excuse our use of lin­
ear concepts by assuming that a so- 
called "piecewise linear" approxima­
tion will always work for nonlinear sit­
uations. It w on 't always work. And 
where it fails the worst is in the most

interestir
type of disTWUWi of a ll! 
distortion giving rise t| 
instability of form.

Instability is a most’fflljioitant con­
sideration in audio, particularly as it 
relates to our perception. When an 
amplifier is unstable, we consider it a 
bad amplifier. Our perception of 
sound quality can also be unstable, 
but unstable perception is not consid­
ered bad perception. We accept that a 
sound system can sound great for 
some type of material and terrible for 
others. Our opinion of a sound system 
can change dramatically, but we sel­
dom think there might be some un­
derlying pattern of behavior which, if 
better understood, could help us un­
derstand why it sounded good one 
minute and bad the next. Nor could 
our preoccupation with linear lamp­
post math ever lead us to believe that 
there could be a branch of mathemat­
ics which could be applied to prob­
lems of perception and to problems in 
equipment design.

All of this is a lead into the subject I 
would like to present for your consid­
eration.

Jumping
Let us think in terms of what I shall 

call factors and response. Factors con­
trol response. As the controlling fac­
tors of a process smoothly change we 
may find that the response to those 
factors suddenly changes. There is a 
jump in response, and there may even 
be a jump to a new type of response. 
Jumping is a property that shows up 
for certain types of distortion and non- 
linearity, and is not something han­
dled by our present linear audio math, 
no matter how impressive the pedi­
gree of that math may seem. Jumping 
is a manifestation of instability of 
form.

The split which we get when we 
jump from one response to another is 
called divergence. A relaxation of the 
controlling factors back to the values 
they had before the jump will not gen­
erally produce a backward jump in 
response. Usually the factors must be 
substantially reduced before the back­
ward response jump occurs. This 
means that if there is a jump —  if there
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is an instability in the nonlinear pro­
cess —  three additional properties will 
appear. These are the properties of 
hysteresis, bi-modality, and inaccessi­
bility.

Hysteresis is the name given to the 
lag in response under cyclic changes in 
factors which control that response. In 
the hysteresis region between jumps 
the response has an "either-or" nature 
—  it is bi-modal.

The response jumps from one state 
to another state and there is no possi­
bility of finding a response between 
these two end states —  the region is 
inaccessible.

These properties of jum p, diver­
gence, bi-modality, hysteresis, and 
inaccessibility are interrelated such 
that the appearance of one of them 
usually means that the others are 
around.

Nor are these the only properties of 
a nonlinear process which are not re­
vealed when we attempt to use linear 
math (because the light is better 
there). Irreversibility is one such prop­
erty. Once we jump, or cross some de­
cision threshold, it may never be possi­
ble to get back to the original 
response, no matter how the factors 
change.

Splitting  is another nonlinear prop­
erty. Splitting is an ambivalence in re­
sponse under certain combinations of 
conflicting factors. It is a coexistent re­
sponse state.

Indeterm inacy is a property like 
splitting, but more diffuse in nature. 
Not an "either-or" state, indetermina­
cy could be characterized as a 
"maybe" state. Indeterminacy is an 
amorphous response.

Catastrophe Theory
Evolution and change. Genesis. 

Structural stability with preservation of 
form, then sudden catstrophic change. 
I doubt if there is any aspect of human 
endeavor that does not involve the de­
velopment or unfolding of circum­
stance. We develop rules and expecta­
tions concerning the outcome of an 
evolving process; and then, suddenly, 
there may be a surprise. Perhaps the 
surprise is a part of a grander set of 
rules which we had not anticipated, or 
possibly it is a sudden switch to a new 
set of rules —  like a train being shunt­
ed onto a different set of tracks.

The concept of stability has con­
cerned mathematicians for a long 
time. But it was not until the 1960s 
when the brilliant mathematician, 
Rene Thom, perceived that sudden 
changes in form —  catastrophes —  
could be classified in a finite number 
of ways. Up until that time there 
seemed to be no way to put a handle 
on the problem. Thom was able to 
show that a stable unfolding of a pro­

cess near a point where change can 
occur, can have any change that does 
occur categorized as one of a few basic 
types. Thom called these elementary 
catastrophes.

Even in its elementary form, Catas­
trophe Theory stunned applied mathe­
matics. Suddenly (a catastrophe in its 
own right) a nonlinear theory was 
available which correctly modelled 
processes evolving in the four dimen­
sions of space-time. Whereas a truly 
original mathematical concept may re­
main hidden for decades until a need 
is found for it, Catastrophe Theory was 
an instant success and has been ap­
plied to disciplines as diverse as biolo­
gy, economics, human behavior, and 
mechanical structures.

In fact the fantastic success of Catas­
trophe Theory has almost killed it. In a 
manner well known in high fidelity 
circles, a new idea can be picked up by 
overzealous proponents and trumpet­
ed as the final breakthrough of break­
throughs and grandly applied to ev­
erything from toenails to tweeters. The 
voice of Thom has almost been 
drowned out by those who would take 
parts of this still-evolving theory and 
apply it indiscriminately; then reject 
the whole thing when it may not seem 
to work in certain applications.

Catastrophe Theory can, with cau­
tion, be applied to certain fundamen­
tal problems of audio and our percep­
tion of audio quality. Being a genuine 
mathematics of nonlinear processes, 
we can expect to apply it not only to 
physical equipment but also to our 
perception. But PLEASE. Catastrophe 
Theory is only one of several evolving 
mathematical concepts. While it can 
explain certain things that we know 
happen in audio, but which seem to 
make no sense in terms of our linear 
math, and it can do this in stunningly 
simple fashion, Catastrophe Theory is 
not going to be the end-all for under­
standing audio. Let us not make it an 
ad copy "zip phrase." We have quite 
enough of that nonsense going on 
now without making it worse.

In this brief discussion I want to in­
troduce the concept of Catastrophe 
Theory to audio. All I can present in 
the short space available for such a 
discussion is a simple, almost naive, 
look at how it can be applied. My 
intent, as always, is to stimulate 
thought. In what follows I will attempt 
to explain the mathematical basis in 
terms which I hope will be under­
standable.

Factors —  Response
Factors control response. In discuss­

ing the nature of a response (also 
called a behavior or reaction) we want 
to know those conditions under which

the response has stabilized when the 
controlling factors are steady. We 
want to try to understand the response 
that has no tendency to drift when the 
controlling factors are held constant. 
This will occur when the response is in 
those stable locations in which there is 
no attraction capable of pulling it 
away. Translated into mathematical 
language, the behavior pattern experi­
ences no gradient in response when 
each possible control factor is held 
constant.

The behavior lies at a stationary 
point (either a minimum or point of 
inflection) in some sort of a response 
potential. The potential can be ex­
pressed as an equation in which the 
response is the independent variable 
and the control factors are coeffi­
cients. If, for example, there are two 
controlling factors and one type of 
response, the potential will be an 
equation in one variable with two 
coefficients. The condition that the 
gradient of this potential be zero 
means that the slope of this equation, 
with respect to the response, be set 
equal to zero. The set of relationships 
such that the gradient of the response 
potential is zero will define a special 
type of topological surface called a 
manifold. This manifold defines the 
location of all possible stationary 
responses.

For two factors and one response we 
have a three-dimensional behavior 
space. The manifold will be a two-di­
mensional surface that folds and 
curves through this three-dimensional 
behavior space.

While this may sound highly com­
plicated, it is actually a reasonable way 
of conceptualizing the interaction of 
response and control factors. Normal­
ly, the math would stop here because 
we might think that there are a hope­
lessly large number of manifolds 
which could correspond to all possible 
situations. But Rene Thom proved a 
brilliant theorem that broke this prob­
lem wide open. He proved that the 
only possible potentials were derived 
from a universal unfolding of a finite 
number of forms. These forms are 
what the mathematicians call "germs 
of singularities." It wasn't an infinite 
number of surfaces after all, but a very 
few; and these were of known type. 
The concept of germ and of unfolding 
is much too complicated to go into in 
this discussion, but the results can cer­
tainly be appreciated.

If the number of control factors is 
five or less, then there are only a few 
types of potential which will deter­
mine the response to those factors. 
The dimension of the response mani­
fold, derived from these elementary 
potentials, is always equal to the num­
ber of control factors. The way in
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Fig. 1 —
When 
there are 
two control 
parameters, u and v, 
and one response, x, 
the surface of stable response 
lies on the two-dimensional 
behavior manifold, M.

. B i f u r c a t i o n

S e r

w h ich  the response w ill be observed 
in terms o f the set o f con tro l factors is 
a special type o f m athem atica l map 
from  the m an ifo ld 's  surface on to  the 
space o f con tro l factors. This map is 
called a projection. In naive terms we 
cou ld  th in k  o f the p ro jec tio n  as the 
shadow w h ich  the m an ifo ld  response 
curve casts on the c o n tro l space. This 
map, induced by the p ro jection  on the 
con tro l factor space, is called the ca­
tastrophe map o f the behavior p o te n ­
tial.

Thom  proved tha t any s ingu larity  
(w ild  change) in the  catastrophe map 
is eq u iva len t to one o f a f in ite  num ber 
o f types w h ich  he called elementary 
catastrophes. In any dynam ic  system 
there are a precise num ber o f to p o lo g ­
ica lly d is tin c t d iscon tin u itie s  w h ich  
can occur. The num ber o f elem entary 
catastrophes depends only on the 
number o f control factors, w hen there 
are five  o r less. For five  factors, there 
are 11 types o f e lem entary catastrophe. 
For fo u r factors, there are seven types; 
fo r three factors, there are five  types; 
fo r tw o  factors, there are tw o  types; 
and fo r one fac to r there is o n ly  one 
type o f elem entary catastrophe w h ich  
can occur. For six and above, there are 
an in fin ite  num ber o f catastrophes.

If we stop, fo r a m om ent, to  th in k  
w hat this m ight mean in aud io  terms it 
gets pre tty  in teresting. Do w e like the 
sound o f a certa in loudspeaker or 
d o n 't we like the  sound; that, o f 
course, is a response. W hat are the 
co n flic tin g  factors w h ich  m igh t be in ­
volved in creating th a t response?

FHere, you can p u t in you r ow n set, 
b u t suppose there are o n ly  tw o  co n ­
f lic tin g  factors: ho w  m uch we listen to  
live music, and ho w  m uch we listen to 
m u s ic  r e p r o d u c e d  f r o m  t h i s  
loudspeaker. The so lu tio n  o f this au­
d io  prob lem  w ill invo lve  the Cusp 
Catastrophe.

Cusp Catastrophe
If tha t is the ball game —  tw o  fac­

tors and one response —  then there 
are on ly  tw o  kinds o f e lem entary be­
havior we can expect. The names g iv ­
en to these are the fo ld  catastrophe 
and the cusp catastrophe. O f the tw o, 
the cusp catastrophe is the  m ore in te r­
esting from  the s ta n d p o in t o f the  be­
havior pattern w h ich  it predicts. In o r­
der to understand ho w  it can be ap­
p lied to this audio  prob lem , it is neces­
sary to  con tinu e  a b it m ore w ith  the 
basic m ath discussion.

Let us take the case o f tw o  factors 
and one response and show  how  the 
cusp catastrophe develops. The p o te n ­
tial fo r this particu la r case is the u n i­
versal u n fo ld in g  o f a germ w h ich  is the 
response coo rd ina te  raised to the 
fo u rth  pow er (that fact is no t obvious

nor does it fo llo w  from  an y th in g  in ou r 
d is c u ss io n , b u t is in c lu d e d  fo r  
com pleteness). This po ten tia l has the 
fo rm  o f a fo u rth -o rd e r eq ua tion  in re­
sponse w ith  tw o  parameters. The 
param eters are the coord inates o f the 
co n tro l factors. The eq ua tion  o f this 
po ten tia l, w h ic h  w e shall call P, is:

P = ( 1/4)x4 +  (V2) u x ! +  v  x 
w here x is the response coo rd ina te  
and u and v are the  con tro l factors g iv ­
ing rise to  the  response.

W

Catastrophe Map 
. . .  shrunk down to 

stylized chicken tracks 
pregnant 

with meaning.

The response w ill be stationary fo r 
those values o f x, u, and v w here  the 
deriva tive  o f P w ith  respect to  x is zero. 
The response, in tha t case, w ill be at a 
stable p o in t o f the behavior po tentia l. 
This occurs w hen:

x ' +  u x  +  v =  0 
The tw o -d im e n s io n a l m a n ifo ld , 

w h ich  we w ill sym bolize by the le tter 
M , is then tha t surface in the  three- 
d im ens iona l x, u, and v space w h ich  is 
described by the eq ua tion  we have 
ju s t developed.

If w e p u t th is m an ifo ld  in the  three- 
d im ensiona l x, u, and v space we w ill 
get the  fo ld e d  surface shown in Fig. 1 
This is perhaps the  m ost w id e ly  p u b li­
c ized exam ple used to describe Catas­
trophe  Theory. The reason is because, 
be ing a tw o-d im en s ion a l surface in a 
th ree -d im ensiona l space, it can be 
sketched and its geom etry readily 
grasped. Like everyone else, I am g u ilty  
o f show ing this because it is bo th  easy 
to d raw  and understand. There is no 
con ve n ie n t way o f sketch ing a three- 
d im ensiona l sw a llo w ta il catastrophe in 
a fou r-d im en s ion a l space, or any o f 
the o th e r h igher-d im ensiona l geom et­
ric catastrophe sheets.

In Fig. 1 the firs t th in g  we note 
abou t the m an ifo ld  M  is tha t fo r values 
o f co n tro l param eter u above a certain 
level, the sheet becom es fo lded . The 
p ro jec tio n  o f th is fo ld  o n to  the tw o- 
d im ensiona l co n tro l space, shown as 
the surface labelled C, is a sharp p o in t­
ed curve w h ich  form s a cusp. The p ro ­
je c tion  o f values fo u n d  on M  o n to  the 
plane C is the catastrophe map o f the 
behavior po ten tia l. The catastrophe 
map is sym bolized here by the capital 
X. C apita l X, the catastrophe map, de ­
notes the  opera tion  o f d ro p p in g  per­
pend icu la r p ro jections o f w h a t is hap­
pen ing  on M on to  the plane C.

A ll h igh ly  sym bolic, and, in typical 
m ath fashion, is shrunk do w n  to  s ty l­
ized ch icken tracks pregnant w ith  
m eaning. But d o n 't get hung up on 
the sym bols or the fancy names. Think 
o f the actions w h ich  give rise to  those 
th ings. The surface M  is the h y p o th e ti­
cal m an ifestation o f the  pos ition  o f 
unchang ing  response, x, under con ­
tro llin g  factors u and v. We, w ho at­
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Fig. 2 —  Response, R, must take an 
abrupt jump whenever 
the control factors 
drive behavior 
past the folds 
in the behavior 
manifold, M.

te m p t to  observe the response in terms 
o f c o n tro llin g  factors, canno t see the 
surface M. A ll we can observe is w hat 
happens in terms o f those co n tro llin g  
factors. W e must observe w h a t hap­
pens on the surface C. W e see the p ro ­
je c tio n  o f M  o n to  C. W e see the shad­
ow  o f the b ird  fly in g  overhead, bu t not 
the b ird  itself.

The pro jec tion  o f the fo ld  on to  C 
form s tw o  in tersecting segments called 
the bifurcation set. The term  b ifu rca ­
tio n  relates to  tw o -fo rke d  or dual tran ­
s ition  behavior. The cusp lines show 
the thresholds fo r sudden and cata­
stroph ic  response changes w h ich  oc ­
cur under action o f the  c o n tro llin g  fac­
tors. This is w hat gives rise to  the name 
cusp catastrophe fo r the k ind  o f be­
havior change we w ill observe.

<»
1

When we change 
the control factors 

and a response 
is induced . . .

1 k

W hen we change the con tro l factors 
and a response is induced, th is is 
m athe m atica lly  e q u iva le n t to  ou r 
m oving  from  one place to another on 
the manifold M. But because the po in t 
on M  is con tro lle d  by changes in coor­
dinates u and v, the  p o in t m ust ju m p  
w henever the increm ent in con tro l 
passes a cusp boundary  corresponding 
to the  passage o f a fo ld . This can be 
visualized by referring to the sim ple 
sketch o f Fig. 2. The tra jecto ry o f re­
sponse induced by a certain change in 
co n tro l factors is show n as curve R 
The place on surface M w here the re­
sponse occurs is fo u n d  by pro jec ting  a 
perpendicu la r, upw ard from  the corre­
spond ing u and v coo rd ina te  location, 
to the place where it intersects the sur­
face M . W hen the co n tro l locus passes 
the b ifu rca tio n  line at p o in t (a), the 
p o in t pro jected  on M  m ust ju m p  from  
the low er sheet to the upper sheet as 
show n in th is sketch. Looking at the 
three-d im ensiona l geom etry, it is o b v i­
ous w h a t happens: In o rder to remain 
on the stable surface M , the  response 
p o in t m ust ju m p  the  gap whenever 
the c o n tro l factors go past the fo ld . 
But, lo ok in g  at the result on ly  in terms 
o f the con tro l plane C, w e w o u ld  see a 
seem ingly bizarre behavior: The re­
sponse was con tinu ous  and w e ll-b e ­
haved as the factors were changed, 
then all o f a sudden w ith o u t w arn ing

the response d ram atica lly  ju m ped  to  a 
new behavior.

If we try  to  restore the orig ina l re­
sponse by relaxing the co n tro l factors 
back to the value they had before the 
ju m p , we w o u ld  no t see the response 
com e back to  its fo rm er value Instead, 
w e w o u ld  have to  co n tin u e  reducing 
the con tro l factors back to the place 
w here they cross the  b ifu rca tio n  line at 
(b). Then all o f a sudden the response 
pops back to  its fo rm er value. O f 
course, w h a t is happen ing is tha t the 
tra jecto ry on M  comes back over the 
up pe r sheet u n til it fa lls over the edge 
o f the fo ld , and then it is back on the 
lo w er sheet.

Flatland
If you rem em ber one o f o u r earlier 

discussions (Audio, Feb., 1979, "A  
V iew  Through D iffe re n t W in d o w s” ), 
surface C is like a Flatland. A fla tla n ­
der, liv ing  on  C, know s on ly  tha t there 
are magic lines w h ich  change the way 
peop le  act w hen passed in one d irec­
tion , b u t w h ich  cause no change w hen 
passed in the  oppos ite  d irec tion . A 
h igher d im ensiona l be ing can observe 
the surface M and com prehend w hy a 
fla tla n d e r observes a seem ingly magic 
boundary. But any a ttem pt to convey 
this fact to  a fla tla n d e r w ill be fruitless 
unless the fla tla n d e r is w illin g  to  ac­
cept the rea lity  o f d im ensions above 
those o f the w o rld  w h ich  he sees.

A nd  there is a lesson here fo r us. For 
we, too, are fla tlanders w h o  sense pa t­
terns o f response under co n d itio n s  of 
varying factors. W e can "see”  the ex­
ternal factors and the ir relevance to

the s itua tion  at hand. And we can o b ­
serve how  a dynam ic system responds 
to those factors. But the  hypersurface 
o f behavior con tro l is inv is ib le  to us. 
W e sense the  effect, bu t not the con ­
tro l. W hat Rene Thom  has done is 
b ring  a h igher d im ensiona l concept to 
we fla tlanders w ho cou ld  observe cat­
astrophic changes in response, but 
cou ld  no t reason w h y  they should 
occur.

If we look at the behavior predicted 
by even this sim ple cusp catastrophe it 
is obvious tha t the properties we dis­
cussed earlie r (ju m p , divergence, 
b im oda lity , hysteresis, and inaccessi­
b ility )  are hand ily  explained. In our 
next discussion, let us apply this new 
theory  to  audio.
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kAWSTiRORHE

m m m

Richard C. Heyser

Away, you scullion! you rampallion! you fustilarian! 
I 'll tickle your catastrophe.

King Henry IV, Part II, II, i.

the previous article, we discussed 
the elem entary basis o f Catastrophe 
Theory and suggested tha t it  may be 
applicable to  problem s in the percep­
tion  o f sound. In th is  discussion, I 
w o u ld  like to  present a s im ple exam ­
ple to  show how  th is can be done.

Catastrophe theory, if  you rem em ­
ber, is a m athem atica l basis fo r 
m odelling  certain s im p le  patterns o f 
response tha t can be expected under 
the in fluence o f c o n flic tin g  drives. This 
is a general non linear theory  w h ich  
can be applied to  the  analysis o f 
equ ipm en t and to  the  study o f hum an 
behavior.

The theory gets its name from  the 
fact tha t sudden and dram atic  altera­
tions in behavior, response catas­
trophes, can be pred icted  w ith in  its 
fram ework. W hat makes th is attrac­
tive, from  the s tan dpo in t o f o u r per­
ception o f sound qua lity , is the struc­
tured analysis w h ich  it brings to  bear 
on problem s in vo lv in g  the em otiona l 
reaction o f the listener.

Suppose w e no w  consider a very 
sim ple and s tra igh tfo rw ard  p ro b le m  in 
audio: H ow  m ig h t one's o p in io n  o f the 
q u a lity  o f sound rep rod uc tion  fro m  an 
existing aud io  system be m o d ifie d  un ­
der the  in fluen ce  o f tw o  factors, the 
am ount o f live  m usic one hears and 
the am oun t o f reproduced m usic one 
listens to  from  th is system?

First, let us postu la te  a scenario tha t 
draws on ly  on  ou r observations o f 
hum an nature. Presumably, if  the 
ow ne r o f an aud io  system likes music, 
he w ill co n tin u e  to  indu lge  h im se lf by 
acqu iring  new records and lis te n in g  to 
reproduced sound. If there are no in ­
te rfe ring  factors w h ic h  can reveal im ­
perfections in qu a lity , there is no  drive 
to  m od ify  the  o p in io n  o f the present 
aud io  system. If the listener never goes 
to  a live concert, he is p robab ly  satis­
fied  w ith  the  m usic heard at hom e. 
The listener p robab ly  never th inks  
abou t the aud io  system and w o u ld  be 
perfectly satisfied w ith  m usic heard 
from  a tab le -m ode l radio.

But suppose th is person goes to  a 
live concert. The c la rity  o f live sound, 
its dynam ic range, and its fu ll use o f 
frequency w ill enhance the  pleasure o f 
his m usical experience. And, indeed, 
tha t IS the music. If, very shortly  after 
leaving the live concert, ou r friend 
plays a record o f the same program  on 
his audio system, he w ill probably 
note im perfections in tru d in g  on the 
music. M aybe the record noise d id  not 
bo ther h im  before; no w  it in trudes. 
The firs t level o f d issatisfaction sets in.

If o u r frien d  never goes to  another 
live concert, the m em ory w ill fade and 
eventua lly  the old "h i f i "  w ill no  long­
er b o the r en joym e nt o f the music. He 
w ill rem em ber tha t the  rep roduction  is 
not perfect, b u t he is lis ten ing  th rough 
the im perfections to  the m usic and 
they w ill no t bo ther him .

If, on  the  o th er hand, there is a larg­
er percentage o f tim e  spent on  lis ten­
ing to  live music, there is a good 
chance tha t one n ight, w hen he comes 
hom e and puts a record on the  tu rn ­
table, it w ill sudden ly  daw n on him  
how  lousy the  sound really is. He no 
longer likes the sound o f m usic played 
on his system. From tha t p o in t on, the 
degree o f d iscontent w ill grow  in p ro­
p o rtion  to  the ratio o f live vs. repro­
duced sound tha t is heard. If he m ost­
ly attends live concerts and o n ly  rarely 
plays records at home, his know ledge 
o f w h a t live music sounds like w ill in ­
crease the d iscon te n t he has w ith  the 
q u a lity  o f his reproduced sound.

If he drops o ff  in the  am oun t o f live 
concert attendance, b u t m aintains a 
small, steady d ie t o f lis ten ing  to  repro­
duced music, his d iscon te n t w ill, at 
first, s low ly d im in ish . But w ith o u t his 
awareness, there w ill suddenly com e a 
tim e w hen he is so caught up  in the 
m usic tha t he never once th inks  about 
the record scratch tha t bo thered him  
so m uch just a few  evenings before. 
His o p in io n  sw itched from  m oderate 
d is like  to  m oderate like. If the  ratio o f 
live to  reproduced sound con tinues to 
d im in ish , he w ill again resort to  a con­
d itio n  o f satisfaction w ith  reproduced 
music.
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Fig. 1 — If there are two 
control factors, 1) the amount 
of experience with live music 
and 2) the amount of experience 
with listening to one's home 
audio equipment, then the 
degree to which we approve of 
the quality of audio reproduction 
from that equipment is a response 
that must lie on the behavior 
Manifold M.

Tt' v Behavior 
Man/eo*-**

C fiT * S T # o rn C  M a p  
A P eo JV C T -c -r 

o r  p o s i t i v e  IM
On To PwnC <T

Fig. 2 — A flatlander, living on the 
control space C, will encounter myste­
rious, unmarked boundaries, bi and b2 
which will cause him to experience 
abrupt changes in behavior when 
passed in one direction, but not when 
passed in the opposite direction.

Cusp Catastrophe
A d m itte d ly  this scenario is qu ite  

sim plistic. But the behavior is not ou t 
o f line w ith  hum an reaction. Let us 
once again set up the  same problem , 
bu t this tim e use catastrophe theory to 
an tic ipa te behavior.

There are tw o  c o n tro l factors: 
A m o u n t o f experience w ith  live music 
and am oun t o f experience w ith  repro­
duced sound. There is on ly  one re­
sponse we w ish to  consider, the de­
gree to  w h ich  the listener approves o f 
the q u a lity  o f audio  reproduction .

Two factors and one response de­
fine  a three-d im ensiona l behavior 
space. This three-d im ensiona l behav­
io r space is sketched in Fig. 1. From our 
previous discussion we know  that the 
behavior m an ifo ld , the location o f all 
stable responses under unchanging 
factors, w ill be a subspace w ith  the 
same num ber o f dim ensions as there 
are con tro l factors. The m an ifo ld  M, is 
a tw o-d im ensiona l surface.

This surface, as we discussed last 
tim e, form s a fo lded shape o f the type 
shown here. The ho rizon ta l plane, C, 
represents the given coordinates o f 
live vs. reproduced listening. W e use 
the le tte r C because th is represents the 
C ontro l subspace w ith in  the h ig h e r-d i­
m ensional behavior space. It is also re­
ferred to  as the Parameter space in 
some m athem atical literature. In this 
figure, I have d ropped the position  o f 
plane C dow n be low  the behavior 
m an ifo ld  fo r  illustra tive  clarity. It 
makes no d ifference w here the plane 
C is located relative to  M because our 
interest lies in  the pro jected “ shadow " 
o f M  o n to  the con tro l space. By 
separating M  from  C, we can readily 
observe w h a t goes on.

The o rie n ta tio n  o f coo rd in a te  axes’ 
on the plane C depends upon  the na­
ture o f the factors w h ich  they repre­
sent. The d e riva tio n  w h ich  w e present­
ed in our p rio r discussion developed 
the concep t from  a behavior po ten tia l 
w h ich  w o u ld  give coord inates u and v, 
show n do tte d  in Fig. 1. In c o n te m p o ­
rary lite ra ture, the axes u and v are re­
ferred to as the  sp littin g  factor and the 
norm al factor, respectively. These 
coord inates w o u ld  be used fo r  s itua­
tions in w h ich  the response under 
considera tion  is norm a lly  in fluenced  
by a single factor in a sm ooth, c o n tin ­
uous m anner, w h ile , above a certain 
threshold, the action o f the second 
factor is to  set up a trigger c o n d itio n  
w here slight changes in the norm al 
fac to r precip ita tes larger than norm al 
changes in response. The s ta rt-up  co n ­
d itions  in a fre e -tu n n in g  m u ltiv ib ra to r 
are examples o f this; a pe rfec tly  ba l­
anced c ircu it cou ld  no t oscilla te w hen 
voltage is applied , bu t offset sym m etry 
—  the sp littin g  factor —  can a llow  c ir­
cu it noise above a certain level to  start 
oscilla tions tha t b u ild  up to fu ll- l im it  
cycles.

W hen there are c o n flic tin g  factors 
w h ich  p re tty  m uch com pete in the ir 
co n trib u tio n s  to response, then there 
is a lit t le  b it o f con tro l and a litt le  b it 
o f sp littin g  in each o f them . These axes 
are then ro tated re lative to u and v, as 
shown in Fig. 1 by the solid  lines 
m arked by the capita l letters U and V. 
In the case o f aud io  listening, I w ill as­
sume that the  c o n flic tin g  factors o f 
live music experience and reproduced 
m usic experience are o f th is la tter 
type. This does no t mean that they are 
rotated 45 degrees w ith  respect to  nor­

mal and sp litting , bu t tha t they have 
some am ount o f ro tation.

Flatland
The p ro jection  o f the behavior fo ld  

in M  o n to  the  surface C is called the 
B ifu rca tion  Set, and th is curve is sym­
bo lized  here by the le tte r b. It is called 
b ifu rca tion , o r tw o-p ronged  fork, be­
cause tw o  d iffe re n t kinds o f behavior 
occur w hen we m ove our location 
away from  th is line. This is the bo un d­
ary o f p recip itous behavior in terms of 
the con tro l factors. This curve has a 
sharp po in t w h ich  form s a cusp, and 
tha t is w h y  the particu lar type of be­
havior pattern associated w ith  this 
type o f p recip itous response is called a 
Cusp Catastrophe.

In order to understand how  our lis­
ten ing  em otions enter the picture, re­
fer to  Fig. 2. Im agine tha t we are fla t­
landers liv ing  on the surface C. W e are 
m oved abou t our fla tw o rld  under the 
in fluence o f tw o  factors, and our posi­
tion  w ith in  fla tland  is marked by the 
coordinates U and V. O ur em otional 
feelings alter w ith  ou r position in f la t­
land. As we move along the trajectory 
m arked (a), ou r feelings sm ooth ly and 
co n tinu ous ly  change w ith  ou r coo rd i­
nate location. W hen, in our w ander­
ings, we cross back to  the coordinate 
location shown here as (1), we d u p li­
cate the em otions w e previously expe­
rienced w hen passing this same place 
But w hen ou r tra jectory crosses the 
m agic boundary b, we suffer a dram at­
ic and sudden change in em otion , lust 
before we got to th is boundary we 
were con ten t and liked our state. At 
the m om ent we touched this bo u n d a ­
ry, o u r state flip ped  to  that o f a strong 
dislike. O u r em otions suffered a cata­
stroph ic change.
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Fig. 3 — As our exposure to live 
music and reproduced music 
changes, we trace out a path on 
the behavior Manifold M. 
Whenever our experience 
takes us past folds in this 
surface, our opinion of 
the sound quality which 
our audio system provides 
will take a catastrophic jump.

J?£iPcN SB

Seeking to  restore ou r status we 
loop back to  position  (2) w h ich  we 
had just be fore encountering  this mag­
ic boundary and w h ich  we knew  was a 
position o f con tent. But o u r em otions 
do  not com e back to w hat they were. 
Now, at pos ition  (2) we s till have a 
fee ling o f strong d iscontent.

Baffled, we retrace ou r path u n til 
suddenly, at another magic boundary, 
b2, we catastrophically  ju m p  back in 
em otion  state to ou r previous c o n d i­
tion . W e had previously passed th is 
second magic boundary go ing in an­
o th e r d irec tion  and no th in g  had hap­
pened; now , com ing back across it, ou r 
em otions are dram atica lly  altered.

Living life  as a fla tlander, unab le to 
com prehend forces outside ou r w orld , 
we w o u ld  probably  a ttrib u te  this m is­
ch ie f to  d iv ine  in fluence  and m igh t 
develop some in teresting theories to 
explain w h y  these th ings should  hap­
pen to us.

W e m igh t even dev lop  a technocult 
of fla tland  surveyors w ho, th rough  
ever fine r instrum ents and m ore g lo ri­
ous linear m athem atics, seek to  q u a n ­
tify  the measure o f the geom etry o f 
fla tland. O f course, these tech nocu l- 
tists m ight be so burdened d o w n  w ith  
the w e igh t o f the ir precision apparatus 
that they cannot stray far from  lo w - 
curvature regions where no ca ta­
stroph ic changes occur. Rumors o f ca­
tastrophes m ight reach the ir ears, bu t 
no tech nocu ltis t w o u ld  ever accept 
the existence o f such magic nonsense, 
since it was not o n ly  inconsistent w ith  
the ir linear m athem atics, bu t cou ld  
no t be discerned by th e ir survey 
instrum ents. In o rder to ease the fears 
o f the perceptofreaks, w h o  believe in 
such magic nonsense, the survey in ­
strum ents are constantly  be ing im ­
proved to measure im perfections to  an 
ever fine r resolution.

But a fla tla nde r fa lling  o ff  a c lif f  
takes litt le  co m fo rt from  kno w in g  tha t 
the science m inds o f fla tland , w h o  do 
no t believe in the existence o f c liffs , 
had developed a new fla t m easuring 
rod capable o f resolving a nanom eter.

It is not tha t the science m inds are 
wrong; they just do  not happen to  be 
where the action is. They are under the 
w rong lam ppost. If this s itua tion  
sounds a litt le  b it like our ow n  p ro b ­
lems in audio fla tland, the resem­
blance is no t co incidenta l.

W hat no one in fla tland  can realize 
is tha t his fate depends on h igher d i­
m ensional influences. Let us go back 
to Fig. 1. The dram atic change called a 
catastrophe is a sym bolic fa llin g  o ff  a 
c lif f  in a h igher d im ensiona l space. 
The catastrophe map, shown here by 
the capital X, is the process o f p ro je c t­
ing the shadow o f the actual pos ition  
o f response on the behavior surface M

o n to  an apparent pos ition  in terms o f 
the co n tro l space C.

Journey on a Manifold
Let us take a jo u rn e y  on the m an i­

fo ld  M . This jo u rne y  is show n by the  
dashed line in Fig. 3 and starts ou t at 
the  place m arked "sa tis fie d ." O u r a lti­
tude  marks our attitude. O u r he ight 
above the plane C (fla tland) is a mea­
sure o f response to the co n tro l param ­
eters. The higher w e are on M, the 
m ore we dislike the sound o f the au­
d io  system. W e are d riven  up and 
do w n  th is surface by the  con tro l 
parameters. W e start th is journey at 
"sa tis fie d ," the po s ition  o f w h ich  is 
de te rm ined  by co n tro l coord inates U Q 
and V0

A t "s a tis fie d " w e have V0 units o f 
lis ten ing  to ou r aud io  system and U G 
un its  o f lis ten ing  to  live music. O u t o f 
en joym e n t o f music, we begin to listen 
to  m ore reproduced sound and begin 
ou r jo u rne y  on the m an ifo ld  M.

The m ore we listen to  reproduced 
sound, the m ore tha t sound becomes 
o u r standard o f perform ance. This 
drives ou r location  on  m a n ifo ld  M to  a 
lo w er he ight, w h ich  means we be­
com e m ore satisfied w ith  the sound o f 
o u r aud io  system . . .  or, looked at an­
o th e r way, the less we th in k  about the 
q u a lity  o f reproduced sound.

Then, around coord ina tes U i and V , 
w e being to go to m ore like concerts. 
O u r tra jecto ry n o w  takes a sharp 
change o f d irec tion  back up the m an i­
fo ld . W ith  increasing live m usic expe­
rience, ou r o p in io n  o f the o ld  "h i f i "  
begins to  drop, u n til som ewhere

around coord inates U 2 and V2 we cross 
the  magic boundary  bi. A ll o f a sudden 
we experience a d is illu s ion m en t catas­
trophe  . . . o u r o p in io n  changes from  
" lik e "  to  "d is lik e ."  The reason fo r this 
is tha t in o rder to  remain on  the sur­
face o f stable response, M, w e had to 
ju m p  from  the low er sheet to  the up ­
per sheet w here ou r tra jecto ry took us 
past the fo ld . U nder small changes in 
factors, we m ust take a big ju m p  in re­
sponse in o rder to stay on the m ani­
fo ld  o f stable response. W hen we ap­
proach a fo ld  under sm ooth progres­
sive drives, there is no way w e can fin d  
ourselves on the inner sheet o f M.

If we slack o ff  on the  ratio  o f live to 
reproduced listening, our o p in io n  o f 
reproduced sound q u a lity  w ill not 
snap back u n til we cross the  boundary 
b2 at pos ition  U 3 and V3. Then, as we 
cross this boundary, our o p in io n  w ill 
fa ll o ff the  c liff,  and we w ill suffer 
w ha t I have referred to here as an ac­
ceptance catastrophe. W e are back on 
the orig ina l tra jec to ry  and m ust accu­
m ulate a b it more live -lis ten ing  experi­
ence before again experiencing a d is il­
lus ionm ent catastrophe.

If, on the  o th er hand, w e sim ply 
slack o ff in bo th  live and reproduced 
listening experience, we are passing 
along the path called here as " fa m ilia r­
ity ."  The o ld  habit patterns s low ly  take 
ho ld  and w e again w ill f in d  ourselves 
at a "sa tis fie d " status, back w here we 
started.

Buy By
It is rather s tartling to  con tem pla te  

the richness o f em otiona l reaction
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which is revealed by even this naive 
catastrophe model. Each of us, I am 
sure, would like to believe that he is 
master of his own behavior under con­
flicting factors. But the trend in behav­
ior pattern which is disclosed by 
Thom's theory reveals the existence of 
an inexorable machine which we 
ought to be aware of. Knowledge of 
this machine introduces a new factor 
into the game and raises the dimen­
sionality to a higher level. It is a case of 
forewarned being forearmed; once we 
know that participation in a situation 
with two factors and one response 
yields a cusp catastrophe, we can in­
troduce that knowledge as a new con­
trol factor and avoid the cusp. But our 
cleverness could also be our undoing 
since we may have changed the situa­
tion to one of higher dimensionality.

One of the situations in which 
knowledge of this elementary catastro­
phe can be of value is in the purchase 
of audio equipment. If instead of a live 
listening versus reproduced listening, 
we were to label the control factors: 
Listening to Brand A versus listening to 
Brand B, we can sense how a clever 
salesperson could walk an unsuspect­
ing customer up the manifold to suffi­
cient strength of opinion to trigger 
purchase of a component.

Suppose you had decided Brand B 
sounded pretty good and was an ex­
cellent match to your bank account. 
About the time you show signs of 
being ready to purchase Brand B, the 
clever salesperson lets you hear just a 
brief bit of sound from a more expen­
sive Brand A. By this time you had dis­
closed which kind of music you like 
and had expressed satisfaction with 
the way Brand B reproduced that 
sound. So, quite by “ accident," Brand 
A is punched up on that music.

You are at point Ui and V, and sud­
denly the introduction of a better 
sound stops your downward plunge 
on the opinion manifold and pulls you 
in a new direction of upward motion. 
You like the music and your curiosity 
makes you want to hear a bit more. 
The smallest dissatisfaction with Brand 
B starts to set in, and a clever salesper­
son knows that if you can be persuad­
ed to listen long enough you will get 
"hooked" on the better sound of 
Brand A. A good salesperson will not 
force you to listen to Brand A; you 

said what your purchase limit was and 
Brand B was at that limit. So the trap is 
sprung to let you sell yourself.

A simple A-B comparison switch is 
all it takes, with you the unsuspecting 
driver of the machine when you are 
allowed to switch the music back and 
forth between the two competing sys­
tems. Any increase in relative exposure 
to the sound of A versus B will inexor­
ably drive you upward on the mani­
fold. If you trigger a disillusionment 
catastrophe, the deed is all but done. 
Once you are on the uppermost sheet 
of the manifold, it is likely that you 
will subconsciously place the switch in 
the A position for an increasingly long­
er time than in the B position. You are 
driving yourself higher on the mani­
fold. By that time the salesperson is 
mentally computing his commission 
on the sale of Brand A.

Maybe you do not dig math. Maybe 
the idea of topological manifolds in a 
behavior space does nothing to you. 
But just knowing of the existence of 
such things can save your wallet from 
a needless onslaught the next time 
you go shopping for audio equipment. 
At the very least, you can be aware of 
emotional forces which can be set into 
motion to present you with tempting

bait. Once you grab such bait, the 
hook is sunk, and it is your own strug­
gle which sets the barb in deeper and 
pulls you into the purchase of a com­
ponent you did not previously want to 
buy.

All Is Not Gold That Listens
Quite obviously, the more interest­

ing situations arise when there are a 
multiplicity of factors, some conflict­
ing and others of a splitting nature. 
We all recognize that emotional bias 
definitely plays a role in the reaction 
we have to conflicting circumstances.

Our individual perception of quality 
involves a delicate balance of conflict­
ing factors, including our own involve­
ment with one or more of those fac­
tors. The designer of a particular audio 
product may be a poor judge, from the 
standpoint of detached objectivity, of 
the relative merits of that product. 
And it must be admitted that the ratio 
of lead to gold in the ear of the listener 
is somehow related to the personal in­
volvement which that listener has with 
the product being heard. This appar­
ent rupture of objectivity, as perceived 
in the frame of reference of others, 
may occur without conscious aware­
ness of the occurrence.

It is also possible that even in the 
presence of an emotional bias some­
thing can happen which will "change 
our mind" and alter the response we 
have to a given situation. Beauty, it is 
said, is in the eye of the beholder. But 
we all know that events can occur 
which catastrophically alter our per­
ceptions even in the presence of prior 
strength of opinion.

In our next discussion we will con­
sider another common audio situation 
which involves a higher dimensional 
catastrophe. a
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are four factors and one response. 
And, sure enough, when we attempt 
to analyze those situations leading to a 
compromise behavior we find that 
four, not three, factors are involved. 
These factors have been given the 
names: Splitting factor, normal factor, 
bias factor, and butterfly factor.

The manifold of stable response is a 
hypersurface in the five-dimensional 
behavior space. The bifurcation set —  
places where a change in behavior oc­
curs —  lies in the four-dimensional 
control space. Obviously we cannot 
sketch a hypersurface in five dimen­
sions, but the math game can be 
played without such limitations. The 
catastrophe map thus formed has 
been given the name Butterfly Catas­
trophe, in recognition of a certain ab­
stract shape which appears when low­
er-dimensional "slices" of the bifurca­
tion set are sketched.

In order to provide an audio exam­
ple of this higher dimensional catas­
trophe, let us again consider the case 
of a music listener who has an audio 
reproducing system. Let me assume 
that the control space is characterized 
as follows: Music enjoyment is a nor­
mal factor, time spent listening is a 
splitting factor, cost of new equipment 
is a bias factor, and product awareness 
is a butterfly factor.

These are the four factors which will 
control the following behavior, desire 
to purchase a new audio reproducing 
system.

Butterfly Bifurcation
The first two control factors, normal 

and splitting, are identical to those of 
the two-dimensional example which 
we discussed earlier. The response is 
also the same if we presume that a suf­
ficient dislike of one's existing audio 
system will relate to the desire to re­
place that system with one which 
sounds better.

The terms which are new in this ex­
ample are the bias factor and the but­
terfly factor. Bias is that factor which, if 
all else stays put, tends to multiply the 
response. I have presumed that one's
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^ f i e  existence of bimodality of re­
sponse is a direct clue that the percep­
tion of quality is a nonlinear process. It 
should also be a clue that any objec­
tive measurements which are based 
upon linear theory will not be worth a 
hill of beans when we try to correlate 
those measurements with subjective 
value judgments.

After bimodality, the next most 
prevalent response characteristic 
which we note in human behavior is 
trimodality. Patterns of stable compro­
mise may emerge between equally 
stable, but opposing, strengths of 
opinion. In some cases this may show 
up as an evolutionary transition be­
tween what Thomas Kuhn has called 
Paradigms.1 A middle ground may be 
taken between the tradition of old ide­
as and the promise of new ideas. 
When this happens, the press of time 
or of evolving evidence will tend to re­
solve the compromise position to one 
paradigm or the other.

Three regions of stable response 
may occur under a number of circum­
stances. When a formerly clear-cut sit­
uation splits into discernible camps, 
those who occupy the outermost 
camps, which represent the extremes 
of opinion, will tend to assign rubrics

to themselves and to their most ex­
treme counterpart. They are generally 
self flattering and of a nature which 
denigrates the opposing view. These 
are the heraldic flags of strong opinion 
and the field of audio bears many such 
flags.

A compromise opinion or reaction 
to control factors will seldom be iden­
tified with strong labels. This is be­
cause the trimodal position is less fre­
quently occupied then either of the 
two extreme positions which surround 
it. This does not detract from the fact 
that such a compromise position can 
be legitimately taken and possess high 
stability.

The Butterfly
It might normally be thought that 

since trimodality is the next degree of 
behavior complexity from bimodality, 
it would arise in the next higher level 
of control dimensionality. But this is 
not so. Two factors and one response 
yields the cusp catastrophe. Three fac­
tors and one response yields the swal­
lowtail catastrophe; however, the 
swallowtail catastrophe does not ex­
hibit much in the way of stable behav­
ior, let alone trimodality.

Trimodality shows up when there
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bias to purchase something is inversely 
related to the price of purchase. Hence 
cost is a bias factor. The butterfly fac­
tor has the effect of an almost inexor­
able buildup in pressure which tries to 
upset the status quo. In this case I 
have assumed that the listener also 
reads magazine articles on sound 
reproduction and cannot help but see 
advertisements and product claims. 
Thus, product awareness becomes a 
butterfly factor.

It is a feature of Thom's theory that 
all of the lower dimensional forms of 
abrupt behavior can be found in the 
higher dimensional catastrophes. Pro­
gressing upward in dimensionality 
adds new types of catastrophe to the 
inventory. The fold catastrophe (which 
we did not discuss, but is the either-or 
hysteresis jump available in a one-di­
mensional control space), the cusp ca­
tastrophe (control dimension two),

and the swallowtail catastrophe (con­
trol dimension three) can be found 
under certain conditions when there 
are four control factors. Obviously I 
cannot go into any sort of detail in this 
brief discussion, so I will present what 
I believe may be the more important 
patterns for audio.

We cannot show four dimensions, 
so let us concentrate on the bifurca­
tion set (places of abrupt decision) as 
it appears for the two-dimensional 
slices with the coordinates of music 
enjoyment and time spent listening. 
We will follow the pattern for various 
cost and product awareness situations. 
In Fig. 1, I have plotted the bifurcation 
set as a function of decreasing cost of 
a new system and with almost no 
product awareness. The behavior is 
cusp-like with the cusp swung farther 
toward the direction of live music en­
joyment as the cost of a new audio

system increases. If we trace the jour­
ney marked M (for music enjoyment), 
our desire to purchase a new system 
will increase as we increase our enjoy­
ment of that music. If we trace the 
journey L (for listening to our existing 
audio system), the desire to purchase 
will diminish with increased listening. 
This is the same sort of situation dis­
cussed in the previous example of the 
cusp catastrophe.

As an additional set of curves, I also 
plot the desire to purchase (height of 
the manifold) as a function of cost. 
Now we can see a situation emerge 
which we might not have anticipated. 
At low levels of listening to repro­
duced sound, the curve of increased 
live music experience (Mi) cuts the bi­
furcation set at low cost and high cost, 
but misses it for medium cost. For a 
given small amount of listening to 
reproduced sound, there are response

reproduced sound, without changing 
the amount of time spent attending 
live concerts, then we move out on 
the trajectory L. Travelling on L tends 
to reduce the desire io purchase a new 
system. Increasing the exposure to 
natural sound will move us in the di­
rection M.

purchase a new audio component wilt 
depend upon the relative amount of 
experience that we have with natural 
sound as compared to the amount of 
time we spend listening to the sound 
reproduced from our present audio 
system. If, at the point of relative ex­
perience shown here as O, we sub­
stantially increase our exposure to
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Fig. 1—Cost, as a control factor in 
our desire to purchase a new audio 
component, has the effect shown here 
when there is very Tittle product 
awareness concerning components 
that are available for sale. Three cost 
situations are sketched: (a) low cost, 
(b) medium cost, and (c) high cost. 
Under these conditions the desire to
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Of particular interest is the situation 
that arises if we travel the trajectory 
Mi. Figure 1(d) is a sketch of what 
happens when we move along Mi. As 
we begin to attend more and more 
live concerts, our general desire to 
purchase a new audio system will 
increase. This increase will take on 
catastrophic jumps at low cost and 
high cost situations, but not at medi­
um cost. The low cost catastrophe cor­
responds to impulse buying, while the 
high cost situations may be a prestige 
reaction.
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Fig. 2—The result of moving along 
trajectories Mv M2, and M3 in Fig. 1 are 
sketched in 2(a), 2(b), and 2(c). This 
illustrates the effect that increasing 
amounts of home music listening have 
when we suddenly begin to go to

catastrophes at low cost and at high 
cost situations, but there is a region of 
cost in which purchase desire is con­
tinuous with no jumps. In all cases the 
desire to purchase goes up as the cost 
of a new system comes down, but 
there is a certain range of time spent 
listening where our opinions take a 
jump.

This jump at low cost is the sort of 
behavior which can lead to impulse 
buying. We all recognize the situation; 
one day we run across a bargain too 
good to pass up. We did not really in­
tend to buy a new cartridge or 
"whatever," but the cost was "right" 
and the impulse hit us.

The tendency toward impulse buy­
ing, according to this butterfly catas­
trophe situation, will fade as the price 
rises. Impulse will give way to a 
smooth curve of deliberation of worth 
versus cost. But as the price continues 
to rise we will again enter a region in 
which our increasing enjoyment of 
music will cause a sudden jump in 
purchase desire. This does not mean 
we will buy the higher priced product, 
but our desire will "gain ground" fast­
er than we might anticipate as our en­
joyment of good sound increases.

The effect which a greater amount 
of time spent listening to our present 
system has on the desire to purchase is 
to offset cost. The trade-off between 
enjoyment of music, cost, and more 
listening, is shown in Fig. 2. The inter­
esting fact which emerges from this

( V

more live concerts. Although the ini­
tial desire to purchase a new audio 
system is lower when our background 
is that of a great deal of home music 
listening, 2(c), and although it takes 
more live music experience to trigger

situation is that while the general de­
sire to purchase is diminished by more 
listening to our present audio system, 
the potential for impulse purchase is 
greater. Not only do the low-cost im­
pulse catastrophe and the higher cost 
catastrophe merge to eliminate a 
smooth change in desire, but the mag­
nitude of behavior jump is much 
greater due to the increased listening 
experience.

If we believe the mathematics, the 
person most likely to whip out his

Fig. 3— The introduction of product 
awareness adds an additional factor 
which begins to warp the simple cusp 
catastrophe by wrinkling the central 
sheet of the manifold. This shows the 
initial stage of the process.

(< * )

a disillusionment with our present 
system, when the catastrophe does 
come it is much more intense than 
had we started from a more modest 
background of home music listening.

checkbook and make a surprise pur­
chase (even to himself) is the one who 
does a lot of listening to reproduced 
sound at home and who has recently 
become more interested in the enjoy­
ment of live music. That does not 
seem so surprising, but the magnitude 
of the desire catastrophe is a surprise.

The Effect of Advertising
Now let us look at the emotional ef­

fect of product awareness. What role 
does advertising and product chest 
thumping have on the desire to pur­
chase?

In order to visualize how product 
awareness (the butterfly factor) can 
precipitate trimodal behavior, Figs. 3 
and 4 sketch the way in which the 
cusp catastrophe becomes modified 
with the introduction of the butterfly 
factor. As product awareness begins to 
increase, Fig. 3, the simple fold of the 
cusp catastrophe begins to warp and 
convolute. Continued increase, Fig. 4, 
puts a third sheet in the manifold and 
converts the bifurcation set (the pro­
jection of the "edges" of the fold 
where opinions must jump) into a 
complicated multi-cusped pattern. 
This pattern has been likened to an 
abstract sketch of a butterfly, and is 
the basis for the name given to this 
particular response catastrophe.

If product awareness were to 
increase, the middle sheet would con­
tinue to produce a pattern like Fig. 3, 
but with the line segment break in the
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bifurcation on the other part of the 
major cusp line.

Figure 5 shows sketches of the bifur­
cation set and purchase desire plotted 
for increasing amount of product 
awareness, but at fixed cost for a new 
system. A trajectory of increasing mu­
sic enjoyment for a critical range of lis­
tening is shown by the line N. At a 
certain level of awareness and at a cer­
tain level of cost, the desire to pur­
chase will experience a trimodal 
behavior. This third mode represents a 
compromise struck between a strong 
desire to purchase and a weak desire 
to purchase. The feeling one might 
have is “ I sure would like to have that 
system, but it is just more than I can 
afford."

Trimodal behavior will disappear if 
any of the four control factors change 
moderately, but it will disappear the 
quickest with a change in the butterfly 
factor —  product awareness. There is, 
in other words, a critical threshold of 
advertising which is required to cause 
the greatest increase in desire to pur­
chase. If the listener can be bumped 
up to a compromise reaction, it is easi­
er to push him upward to a purchase

Fig. A— In the later stages of devel­
opment of the butterfly factor, the 
manifold develops a third inner sheet. 
The bifurcation set which this produc­
es has the shape indicated in this 
sketch. The term "butterfly" is taken 
from the shape of this bifurcation set, 
which has been likened to that of an 
abstract butterfly.

with a modest increase in advertising 
than with a proportionately larger 
drop in price.

As we pointed out, the shape of the 
bifurcation set at the place where tri­
modal response sets in is the basis for 
the name Butterfly Catastrophe. The 
central region of this set —  the body 
of the butterfly —  is often called the

pocket of compromise. The effect of 
the butterfly factor is to drive the bi­
furcation set from a single cusp shape 
toward and through this butterfly 
shape. The effect of the bias factor is 
to magnify the response at any given 
set of conditions.

By opening up an intermediate level 
of stability between an otherwise large 
jump, the butterfly factor is a trigger 
mechanism. If we were at place (a) in 
the response shown in Fig. 5, the size 
of the jump we would take if we ever 
got to the fold in the behavior mani­
fold would be quite large if the bias 
factor (cost) were sufficiently strong. 
But we do not have to change our lis­
tening habits if the butterfly factor is 
now increased. Symbolically, we are 
standing on a floor with the ceiling 
well above us, and the butterfly factor 
now ripples our floor and bumps us 
up to an intermediate shelf level be­
tween floor and ceiling. Position (a) 
now changes to position (b) as in­
creasing product awareness opens a 
pocket. It is now much easier for a 
modest increase in normal factor to 
take us to a jump point where we are 
not at the ceiling —  a ceiling we might 
never have reached without that 
assistance.

I have called product awareness the 
butterfly factor because that is the 
drive which advertising, equipment 
reviews, and sales claims provide. We 
are constantly bombarded with adver­
tising and product claims. Most of the 
time this has no effect on us, and we 
tend to wonder why advertisers spend 
so much money and time. The power 
of advertising, according to this butter­
fly factor behavior model, comes into 
play when we become interested in 
possible purchase of a new product.

Months can go by with the same ad 
appearing month after month and we 
barely notice it; then, through music 
enjoyment and time spent listening, 
we start to pick up an interest in possi­
ble purchase. We start to notice the 
ads (product awareness begins to 
increase), and we begin to compare 
prices (cost factor entering) even 
though a few months prior we paid no 
attention to prices or what was new.

This is quite consistent with human 
behavior, and there would be little 
reason for mentioning something so 
obvious to us all. But the butterfly 
model indicates a condition which we 
should be aware of. The butterfly fac­
tor plays such a dominant role in pre­
cipitating a large catastrophe that it 
"comes on strong" after we have 
achieved a certain threshold in desire 
to purchase.

Once we have been pushed high 
enough on the behavior manifold, 
there is little time left for rational anal­

ysis leading toward a purchase. At that 
critical stage we are likely to be 
triggered into purchase by almost any 
product claim, either in print or ver­
bally by a salesperson. Geometrically, 
the gradient of the response manifold 
has its steepest value just before a 
catastrophe, and the steepest gradient 
of all will generally be due to product 
awareness in the audio situation we 
are considering. All it might take to 
precipitate a catastrophe is some small 
increase in desire to purchase, such as 
perceived cosmetic improvement over 
competition or an exaggerated prod­
uct claim. At that crucial stage we, the 
audio purchaser, are likely to accept 
product reviews or hearsay comments 
or advertising claims which we might 
normally reject as pap or worthless. 
Wild claims and come-ons are not in­
tended for the person who has no de­
sire for purchase, but are geared for 
the last stage of purchase intent when 
we are most vulnerable.

A good salesman is much like a 
shepherd who, through artful means, 
keeps the prospective purchaser on a 
path which will lead to a commitment 
to purchase. Mathematically, it is the 
salesperson's task to keep the custom­
er heading in the upward slope of the 
response manifold. Skillful employ­
ment of product awareness can 
steepen the slope to the place where a 
customer can be triggered by an other­
wise minor increment in product 
claim. "Would you prefer this model 
in walnut or mahogany?" is one such 
technique which directs the customer 
upward on the manifold by concen­
trating his attention on alternative 
positive features of the product and 
diverting consideration away from the 
customer's natural contemplative act, 
namely, whether he wanted to acquire 
this product at all. Any situation that 
offers the opportunity for the custom­
er to consider "not buying" as an alter­
native, is heading the customer the 
wrong way on the response manifold 
(from the salesperson's view) and is to 
be avoided. This is particularly import­
ant prior to the point where the cus­
tomer can be triggered to a desire 
catastrophe, but, as we shall see, is still 
important after the catastrophe occurs.

Cooling Off
It is not what it is, but what it ap­

pears to be, that precipitates a re­
sponse catastrophe. Once we are 
triggered, we have jumped to a higher 
sheet on the response manifold, and 
once there we are at a place of much 
higher desire and of lower gradient in 
response. Product awareness and cost 
have done their deed and may now be 
modestly altered without triggering a
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disillusionment catastrophe. The sales 
slip can add up to a bit more than we 
thought it would (". .. of course, there 
are shipping charges and . . and 
product awareness can show modest 
negative factors (". .. the color scheme 
you have chosen is not in immediate 
stock and will take a few weeks for 
delivery"), but we are hooked at the 
moment the catastrophe occurs and 
will tend to drive toward a purchase 
anyway.

Generally, product awareness still 
has the highest gradient among the 
control factors, even after we have 
been triggered. That is why a "cooling

Fig. S—The butterfly factor intro­
duces a trimodal condition of stability. 
This figure illustrates the influence 
which advertising has on desire to 
purchase an audio component, under 
conditions of constant cost but for the 
situation in which we suddenly begin 
to go to more live concerts. If we are 
passing along the trajectory N and are 
at the locations shown by the x, then 
advertising can be used to bump us up 
to a higher desire for purchase.

Fig. 5(a)—If there is minimal adver­
tising, we are at the position shown as
(a). We need to attend more live con­
certs before experiencing a substantial 
increase in desire to pay the cost of a 
new audio system for listening at 
home.

i
I
t
i

off" period, a time lag, is so important 
before we sign a commitment to pur­
chase. What has happened to us is 
something familiar in human affairs. A 
desire catastrophe is a response similar 
to "falling in love." Once we have 
"fallen" for something, it is often said 
that we are blinded against negative 
factors. That is not completely true, ac­
cording to the catastrophe model. 
What has happened is that the gradi­
ent of response is significantly reduced 
when we jump. If we jumped from a 
place with a large enough splitting fac­
tor and normal factor, the increment in 
desire is so large that it could be lik-

Fig, 5(b)—Advertising has the effect 
of rolling the manifold back toward 
lower levels of natural sound experi­
ence and of introducing an intermedi­
ate sheet. Even with no further in­
crease in live music experience, adver­
tising has bumped us up to position 
(b). We are in a pocket of compromise 
and have had the incipient catastro­
phe moved closer to our position. It 
now takes less of an exposure to pop 
us up all the way to a higher desire-to- 
purchase.

Fig. 5(c)— If the pressure of advertis­
ing is increased, it may be possible 
that as the pocket of compromise 
moves out, the wrinkle in the third 
sheet pops us up to position (c), a po­
sition we could never have achieved

I
I

s U ;

ened to a transition to blinded love —  
the change in gradient is that large. 
But if the continued press of product 
awareness is now directed in a nega­
tive manner, the gradient will tend to 
increase downward. Depending on 
the interaction of the bias and butter­
fly factors, the response may stabilize 
or it may be triggered to a disillusion­
ment. A "cooling off" period may then 
be said to allow us to "come to our 
senses" in the rational consideration of 
our desire (or need) for the audio 
component.

The role which advertising (and 
product reviews) plays in this process

without the influence of advertising. 
Beyond this point, further pressures in 
advertising will continue to force the 
bifurcation set farther towards higher 
levels of live music listening. This 
means that there is an optimum level 
of advertising which can trigger us to a 
locally highest desire-to-purchase, but 
beyond which further sales pressures 
will tend to diminish desire. In ex­
treme situations the additional warp­
ing caused by high levels of advertis­
ing may lose the sale by popping the 
point (c) back down to some place 
like (d). Supersaturation by advertis­
ing not only turns us off, but actually 
raises the amount of listening we must 
do in order to want to purchase that 
component.

I
T
!

I

NATU£*<- M osh E x f & t & a r  

$ ( C J

TIME DELAY SPECTROMETRY 179



can be helpful if we inject a delay be­
tween initial response and eventual 
commitment. (Within the framework 
of Catastrophe Theory, there is a pro­
cess called delay which relates to the 
conditions under which a transitional 
response change must occur and refers 
to a "smoothing" effect on such 
changes —  it is not this smoothing de­
lay to which I refer.) While it is appar­
ent that the initial impact of product 
awareness can be that of precipitating 
a response catastrophe, blatant claims 
and product puffery will have less of 
an effect during a "cooling-off" period 
and, in fact, can turn a sales away if it 
must compete with accurate product 
claims when the purchaser is allowed 
to exercise rational judgment.

A good salesperson instinctively 
knows that a customer who wants to 
"think about it" will probably not 
come back once he walks out the 
door. Thus, a salesperson who knows 
what he is doing will not present us, 
the customer, with an opportunity for 
a cooling-off period. We must take 
this step ourself.

During a cooling-off period be­
tween a desire catastrophe and com­
mitment to purchase, increased prod­
uct awareness can drive us back 
toward a disillusionment catastrophe 
if the added knowledge reveals things 
which we ourselves w ould consider 
undesirable. That is most important. 
The shape of the behavior manifold, 
and where we are on that manifold, is 
different for each o f us. Two persons 
can react differently to the same prod­
uct if they bought it during the pas­
sion of sales and then took it home for 
listening. At the moment of desire 
catastrophe, both persons might .be 
equally convinced that this is the 
product for them. But the person with 
the higher gradient of response will 
become more quickly disillusioned 
with that product if additional nega­
tive features are revealed. Product 
awareness on audio components in­
cludes knowledge about sonic imper­
fections. If those imperfections are of a 
type which will detract from the en­
joyment of sound, in the frame o f ref­
erence o f a particular purchaser, then 
it is helpful in the long range satisfac­
tion of that purchaser that he know 
about such imperfections before buy­
ing the product, not after. The person 
who might become the most unhappy 
about the performance of a product is 
the one (with the higher gradient) 
who can best benefit from a cooling- 
off period during which he is allowed 
to compare product claims and do 
comparative listening.

If there is a moral which catastrophe 
theory teaches us, it is that the time to

pay attention to product claims is be­
fore we are in the store and exposed 

to the heat of salesmanship; then we 
should allow ourselves a cooling-off 
period after we fall in love with a 
product.

If, during the cooling-off period, the 
customer becomes aware of enough 
negative factors, he may find himself 
dropped into a pocket of compromise. 
His trimodal condition lies between 
outright rejection of the product and 
wild acceptance. Because the drive of 
product awareness has been stalled by 
opposing trends, cost may now play a 
more dominant role in popping the 
desire to purchase upward to a higher 
sheet.

Since the bias factor (cost) tends to 
magnify response, a reduction in price 
(shopping around for a better deal) 
may set up a condition where an in­
crease in splitting factor (time spent 
listening) triggers a jump upward in 
desire to purchase.

There is no surprise here; shopping 
around for a lower cost is, or should 
be, a requisite for any rational pur­
chase. However, the combined effect 
of bias (cost) and splitting/normal 
(music listening) factors can now set 
up another trigger condition. A good 
salesperson can pull the butterfly trig­
ger by letting a customer know that 
demand for the product has so thor­
oughly outpaced deliveries that this 
demonstrator model is the last one in 
stock. Desire catastrophe! Pull out the 
checkbook! What salesperson could 
be cruel enough to turn down the 
tearful request of a customer who 
wants to take home the prize of his 
desire. This particular ploy also side­
tracks any further opportunity for a 
cooling-off period, so beware.

Approximate C. T.
The foregoing analysis applies when 

there are four distinct, identifiable fac­
tors and one response. One's own per­
sonal emotions, when considering 
purchase of an audio component, may 
involve more than four factors, and 
there may, indeed, be several re­
sponses which those factors elicit. In 
setting up an example which illustrates 
the application of Catastrophe Theory 
to audio, I have chosen what I consid­
er to be the most significant factors 
and have tried to relate them to the 
mathematical terms to which they 
most nearly correspond.

It is my opinion that, at this time, 
the most important use we can make 
of Catastrophe Theory is to uncover 
trends in response under the influence 
of conflicting factors. When there are 
many factors, but four of them are 
dominant and relate to each other as

does the normal, splitting, bias, and 
butterfly factors, and when there is 
one dominant response, we can use 
Catastrophe Theory to determine the 
most likely  behavior. The influence of 
other, less dominant, factors will not 
change major aspects of the probable 
behavior, but will color the details of 
that response.

While not explicitly stated in most 
technical discussions of Catastrophe 
Theory, one can often simplify the 
analysis of a problem by reducing the 
dimensionality to that of the most 
dominant behavior space. For exam­
ple, if there are 10 apparent factors, 
but only four of them stand out as 
dominant, then the situation can be 
reasonably approximated by the but­
terfly catastrophe. If, in turn, two of 
these four factors are considerably 
more important under a given set of 
circumstances, then we can resort to 
the cusp catastrophe.

The reason I suggest we use this 
simplification wherever possible 
(which I personally call "approximate 
catastrophe theory") is because of the 
enormous increase in detail complexi­
ty which occurs with rise in dimen­
sionality. It simply gets out of hand 
and we may tend to lose the forest 
(general trends) for the trees (fine 
details).

When there are two responses, the 
type of catastrophe maps which are in­
volved produce hypersurfaces which 
Thom calls "umbilics." Within Ele­
mentary Catastrophe Theory there are 
six umbilic catastrophes, ranked ac­
cording to dimensionality of the be­
havior space. Time does not permit us 
to discuss the application of umbilic 
catastrophes to audio, although there 
are several of these and, perhaps, at a 
much later date we can discuss them.

Mathematics of Emotion
In this discussion we have essential­

ly been considering a mathematics of 
human emotion. Improperly used, 
such a theory could cause consider­
able mischief; however, one of the 
quickest ways to defuse this potential 
weapon is to be aware of its existence. 
That, in part, is why I have not hesitat­
ed to discuss what might otherwise be 
considered a touchy subject.

Computer-programmed advertising 
campaigns, or, for that matter, political 
campaigns, may not be very far off. As 
a consequence we must be aware that 
any assault on our pocketbook must 
begin with a play on our emotions. 
That is the game, and we all play it. 
And as long as we all understand the 
rules, the match is balanced and the 
game is fair.

Up to now each of us has had to
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learn the rules by experience, either 
our own or what we observe from oth­
ers. Now, a weird, far-out, abstract 
mathematics has come into existence 
which, while not originally developed 
for that purpose, seems to model some 
of the primal rules of human emotion. 
As a service to the readers of Audio, I 
believe it is better to point out the ex­
istence of this new game plan and to 
let you know what might be coming, 
than to suppress the knowledge in 
hope that overzealous advertisers 
would never find out about it.

On a more pleasant note (that is, 
less sinister) we can now begin to ap­
preciate the part that human emotion 
can play in our judgment of the sub­
jective listening quality of audio com­
ponents. All of us, I am sure, have ex­
perienced the situation where we 
"liked" the performance of a particular 
component one time, then something 
happened and we "didn't like" the 
same component when we heard it 
again. Perhaps we learned something 
which caused us to change our minds. 
It is only human; a new factor was 
introduced. But the component did 
not change —  the measured technical 
performance did not change —  we 
changed. Or, more properly, our re­
sponse changed.

In light of what we have been dis­
cussing, this does not seem so mysteri­
ous. Vet think how capricious this 
might seem to a technically oriented 
"flatlander" who found that nothing 
had changed in the technical perform­
ance of that component.

The investigation of these delights 
and other properties of perception are 
yet to come. They can be the subject 
of a future discussion.

Subjective Impressions
The final point I would like to dis­

cuss in this three-part series involves 
the reason I am personally interested 
in Thom's geometric theory. The intan­
gibles of audio include perception, 
cognition, and valuation. Perhaps with 
Catastrophe Theory we can, for the 
first time, begin to understand how 
one's personal subjective impressions

of quality can be linked to conflicting 
circumstance.

We can begin to realize that it is not 
inconsistent for us to "like" something 
one time, then "not like" it another 
time, even under seemingly identical 
conditions. It is not where we are, that 
determines the intensity of our emo­
tions, but how we got there.

The old complaint "why can't some­
one measure what I hear?" now takes 
on a different tone. We can "measure" 
under stable conditions, but that may 
not be sufficient for the determination 
of subjective valuation. Education, 
knowledge, experience, and training 
are factors involved in subjective valu­
ation. It is often said that we can hear 
with different ears. It now appears that 
this is quite true.

We can be fooled into perceiving 
one thing while actually being sub­
jected to something else. The stage ar­
tistry of a master illusionist can make 
us "see" things contrary to reality, 
such as flowers from thin air or a per­
son sawed in half and then reassem­
bled in front of us. Similar artistry can 
allow a ventriloquist to "project" a 
voice so that we "hear" it coming from 
an impossible location. And even as 
early as the 1920s a live vs. reproduced 
experiment was conducted in which 
an audience was substantially unable 
to distinguish whether the sound they 
heard coming from a stage was that of 
a live performer, whom they could see, 
or the playback of that performer from 
an Edison acoustic phonograph. The 
perceived sense of reality in all such 
cases is an illusion supported by fac­
tors other than those of the principal 
sensory organ which is involved.

So, too, it is in this present business 
of audio reproduction. It is not reality, 
but the illusion of reality which the 
present audio industry depends upon. 
We must perceive an acceptable illu­
sion in order to have any success in so- 
called high fidelity reproduction.

The type of analysis embodied in 
Catastrophe Theory might begin to ad­
dress this very important audio prob­
lem from a new direction. We can be­

gin to look at the human process of 
perception, cognition, and evaluation 
as responses under sets of factors, 
some of which may be conflicting. We 
might also begin inquiry into a very 
important problem in present audio, 
namely, what are those factors neces­
sary to support an acceptable illusion?

It is not a retreat either from reality 
or from technology to accept the exis­
tence of human emotion. Nor should 
technology ignore the role played by 
emotional response in establishing the 
quality of the listening experience.

Returning to the theme we dis­
cussed in the first part of this three- 
part series, those of us who pursue 
endless quests of measuring vanish­
ingly smaller amounts of system dis­
tortion for sine-wave and square-wave 
signals are scrambling around under 
the wrong lamppost. The wrong lamp­
post, that is, if we want to correlate 
such measurements with subjective 
quality. It is the wrong place to look 
for two reasons: First, those distortion 
measurements are derived from linear 
theory and are, at best, on shaky 
ground; second, such measurements 
take no cognizance whatsoever of the 
intangibles of the listening experience. 
The light is not so bright and cheery 
when we walk into the bushes and 
search for audio truth with nonlinear 
tools.

Castastrophe Theory is one of those 
newly evolving mathematical tools 
which show promise of being able to 
provide us with a framework for han­
dling those types of distortions, either 
real or imagined, which lead to insta­
bility of perceived form. It can score 
the most heavily in those situations 
poorest handled by linear methods. I 
really do not know whether Catastro­
phe Theory can be of any lasting value 
in our understanding of the dilemma 
of perception. But we will never find 
out until we give it a try. zfl
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Determining the Acoustic Position for Proper Phase 
Response of Transducers*
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Sound-path delay has been accurately rem oved from  the m easured phase response  
o f  a transducer when the derivative o f  phase response with respect to frequency approaches 
zero as the frequency increases w ithout lim it.

T he f requency  transfe r  function  o f  l inear  t ransducer  
sys tem s ,  such as loudspeake r  arrays  and h y d ro phones ,  
is often  m easured  at som e d is tance.  This  adds a term  
in the phase  response  due to the finite speed of  sound 
in the m easur ing  m edium . Some concern  has been e x ­
p ressed  to me about the p roper  w ay to rem ove this 
u nw anted  phase  te rm  and d e term ine  not only  the true 
phase response  o f  the t ransducer  under  tes t,  but also 
its effective acoustic position. There is a straightforward 
m e thod  o f  do ing  th is ,  but it requ ires  exam ina tion  o f  
the  f requency  response  ou ts ide  the  norm al passband  
o f  the dev ice  under  test.

The delay plane expansion of  a band-limited network 
coa lesces  to the p ro p er  t im e delay  for  very  large values  
o f  p itch  [ 1 ]. This m eans that the a l te rna t ive  f requency  
dom ain  rep resen ta t ion  approaches  a h igh-frequency  
l im iting  form  such  that the plot o f  phase angle versus 
frequency becom es a straight line whose slope is related 
to tim e de lay  offse t in the m easur ing  p rocess .  I f  the 
value o f  tim e delay  in the m easur ing  m ed ium  is to  be 
sub trac ted  in the m e asu rem en t  p ro ce ss ,  as can be done 
for im pulse ,  c ross  spec trum , and t im e-delay  sp e c tro m ­
etry  m e asu rem en ts ,  then the p roper  value o f  time delay  
has  been  sub trac ted ,  and the true acoustic  posit ion  for 
phase  m easu rem en t  has been ob ta in ed ,  when the plot 
o f  phase angle  versus  frequency  app roaches  a flat h o r ­
izo n ta l l ine for f requenc ies  well ou ts ide  the passband  
o f  the dev ice  u nder  test.  For most p rac tica l  t ransducers  
this final value o f  phase will e ither be zero or  180° with 
respect to the polarity  o f  the applied test stimulus, when 
the propagation time delay has been accurately  removed.

The theoretical bas is  for this p rocedure is thoroughly 
developed  in [1] and  [2] w hich  show  that 1) all l inear  
lum ped cons tan t  sy s tem s,  inc lud ing  those  involv ing

* M anuscript received  1983 July 5.

m ult ipa th ,  can be expanded  as a l inear  sum  o f  gene r­
al ized  a l l-pass  te rm s ,  and 2) the al l-pass  is the only  
ne tw ork  for  w hich  true causa l time delay  is g iven by 
g roup  delay.

The t im e de lay  that is de term ined  by this p rocedure 
co r re sp o n d s  to  the m o m en t  o f  arrival o f  the earliest 
poss ib le  ene rgy  c o m p o n en t ,  caused  by energetic  s t im ­
ulus to  the transducer ,  w hich  is capab le  of  exerting 
causa l influence at the  po in t  o f  m easurem ent.  It is the 
earliest signal that can do w ork, and indicates the nearest 
acoustic  posit ion  o f  the t ransducer .  This  is the time 
delay  to  use for  d e te rm in ing  the proper  phase response 
o f  a transducer. Subsequent arrivals, with higher relative 
energy  co n ten t ,  will co r respond  to the f requency -de­
penden t sm ear ing  o f  the effec tive acoustic  posit ion of  
the t ran sd u c er  beh ind  this location ,  as p red ic ted  and 
m easured  in [2]. The m ean average acoustic  position 
for  this  subsequen t bu lk  o f  energy  arr ival can be ap ­
p rox im a ted  by no ting  the tim e delay  tha t causes the 
p lot o f  phase  angle to have zero  slope (on average) 
o ver  the largest bandw id th  encom pass ing  the h ighest 
am plitude response . The amount and phase o f  this arrival 
pattern  o f  energy  is m ore accurate ly  d isp layed  in the 
e n e rg y - t im e  curve  [3].

W hen  m ult ip le  t ransducer  subsystem s are involved , 
such as w oofer, m idrange, and tweeter assem blies with 
their a ttendant crossover networks, it may be necessary 
to  m easure  the acoustic  posit ion  o f  each  subsystem  
separa te ly ;  o the rw ise  a low -frequency  d r iver  that is 
pos i t ioned  well in front o f  a h igher  f requency  driver 
may have its advanced  posit ion  m asked  by the larger 
response  o f  the h ighe r  f requency  d r iver  at very high 
frequenc ies .  S ubsys tem s  which are not involved  in the 
test shou ld  be deac t iva ted ,  with care taken  to assure 
that this  does not a l ter  the acoustic  p roper t ie s  o f  the 
subsys tem  under  eva lua tion .  This  is w here  com m on
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sense and  a com ple te  m easu rem en t  o f  am p li tude  and 
phase ,  co r rec ted  for t im e d e lay ,  can  be helpfu l .

The requirem ent for determ in ing  the asym ptotic  slope 
o f  phase  p laces  severe  dem an d s  on the m easu rem en t  
p rocess .  To  begin  w ith ,  m easu rem en t  at a s ing le  value 
of  f requency  is insufficient;  it is n ecessa ry  to know  the 
shape o f  the phase  re sp o n se  in o rd e r  to  e s t im a te  its 
a sym pto tic  behav io r .  In m any  prac tica l  cases  the true 
phase angle approaches its asym ptotic  value very slowly. 
A ccu ra te ly  scaled  ex a m p le s  o f  this  can  be seen in [1, 
Fig. 7] and , co in c id e n ta l ly ,  in [2, Fig. 7], D epend ing  
upn the des ired  accu racy  and upon  the nature  o f  ro llo ff  
o f  transducer  re sponse ,  the  m easu rem en t  m ay need to 
be p e r fo rm e d  at signal levels as low as 60 dB below 
that w hich m ight o therw ise be obta ined in the transducer 
passband .  E ven  then ,  the  p ro p e r  value  o f  asym pto tic  
phase m ay not be c lose ly  ach ieved  if  the am plitude  
cutoff is very rapid, and it may be necessary to estimate 
this limiting value by ex tending  the measured curvature 
in phase  to a final ho r izon ta l  value .

As a practical engineering consideration ,  errors which 
are made in the estimate o f  this high-frequency limiting 
value will result  in m uch  sm a lle r  e rrors  in know ledge  
of  the phase angle within the passband o f  the transducer 
under test.  For exam ple ,  if, due to environm ental noise, 
the tim e delay  w hich  is requ ired  to co r rec t  the arrival 
time o f  a 5 -kH z low -pass  d r iver  can on ly  p roduce  an 
es tim ate  valid  to w ith in  10° at 30 kH z ,  then  the p roper 
angle at 5 kH z has been es tab l ished  to w ith in  1.7° and 
the arr ival time has been  co rrec ted  to sligh tly  bet ter  
than 1 |xs.

On an addi tiona l technical  po in t ,  exam ina t ion  o f  the 
al l-pass  exp a n s io n ,  dev e lo p e d  in [1] and  [2], shows 
that the locus o f  po in ts  on a p o la r  (or, as it is com m only  
ca lled ,  a N yqu is t)  plot o f  f requency  response  m ust a l ­
ways curl in a c lockwise direction for increasing values 
of  f requency  if  the sy s tem  is causa l .  If  it is not possib le  
to isolate co m ponen ts  o f  a la rger  sy s tem , or  if  it is 
suspected  that som e port ion  o f  a sys tem  has an earlier  
arrival m asked  by larger, later arrivals,  then the Nyquist 
plot shou ld  be ca refu lly  exam ined .  T here  may be many 
whorls  on this p lo t,  co r resp o n d in g  to ind iv idual a l l­
pass a rr ival c o m p o n en ts ,  but if, af te r  sub trac ting  the 
presum ed  tim e delay  from  the m e asu rem en t ,  a whorl 
is found which curls  cou n te rc lo c k w ise  with  increasing 
frequency, then such a whorl represents an earlier arrival

and the p re su m e d  tim e delay  is incorrect.
It should  a lso  be noted  that s ince  in -phase  and q u ad ­

rature parts  o f  a causa l  f requency  transfe r  function  are 
always related by Hilbert t ransform , the limiting cutoff 
values o f  these  tw o co m p o n en ts  should  asym pto tical ly  
approach  zero  for  any band - l im ited  system  when the 
p ro p er  t im e de lay  is rem oved  from  the  m easurem ent.  
T hey  will not o sc il la te  above and  be low  the ir  final l im ­
iting value  as they  vanish .  T h e  tangen t o f  the response 
phase  ang le  is the quo tien t  o f  quad ra tu re  and in-phase 
co m p o n en t ,  w hich  app roaches  a cons tan t  value  even 
as the c o m p o n en ts  van ish .  T h is  also  means that the 
final value  o f  the  co r re sp o n d in g  N yqu is t  p lo t will be 
c h a rac te r ized  by a “ p lu n g e ” s tra igh t  into the origin 
w hen  the p ro p e r  t im e delay  is rem oved .

For s im p lic i ty ,  the de lay  p la n e  expansion  p resen ted  
in [ 1 ] w as dev e lo p e d  around  lum p e d -co n s ta n t  f requency  
transfer functions. D istributed systems can be similarly 
t rea ted ,  and in [2, F ig . 7(b)] the re  is an exam ple  o f  
this . As a resu l t ,  the p rocedu re  presen ted  in this report 
can  be app l ied  to any  causa l ban d - l im ited  transducer ,  
w he the r  ch a rac te r ized  as a lum ped  or  a d is tr ibu ted  sy s ­
tem , and will w ork  for n o n m in im u m -p h ase  as well as 
for m in im u m -p h ase  sys tem s. The poss ib il i ty  that a 
transducer  m ay be n o n m in im u m  phase m akes  it inad­
visable to use a Hilbert transform  procedure to compute 
phase  from  am p li tu d e  in the  p assband .  The residual 
n o n m in im u m -p h ase  al l-pass  com ponen t  o f  the t ran s­
d u ce r  response  cou ld  only  be separa ted  from  the a l l ­
pass c o m p o n en t  due to p ropaga tion  tim e delay  by in ­
ves t iga ting  the  asym pto tic  p h ase  slope at f requencies  
ou ts ide  the p as sb an d ,  which is the single p rocedure  we 
are r e c o m m en d in g  in this co r respondence .
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LETTERS TO THE EDITOR

COMMENTS ON “DETERMINING THE 
ACOUSTIC POSITION FOR PROPER PHASE 
RESPONSE OF TRANSDUCERS”*

We agree w ith  the  au thor  o f  the above  eng inee r ing  
re p o r t1 that there  is som e concern  abou t the p ro p er  way 
to rem ove the unw an ted  phase  te rm  caused  by p ro p a ­
gation  delay  from  tran sd u c e r  m easu rem en ts ,  and in 
par t icu lar  f rom  m e asu rem en ts  on  lou d sp e ak e r  sy stem s. 
Indeed, we personally  raised this very point w ith  Heyser 
som e time ago. We find, h o w ev e r ,  tha t the p rocedu re  
advocated  by the au thor  in th is  report  is not w ell  su ited  
for general app l ica tion .  We w ou ld  like to take this  o p ­
portun ity  to exp la in  w hy this  is so and to  suggest  useful 
practical a l ternat ives .

To begin w ith ,  we be l ieve  tha t a g iven t ran sd u c e r  o r  
loudspeaker  sy s tem  should  be t rea ted  as a “ b lack  b o x ” 
when subm itted  for m e asu rem en t .  It should  not need 
to be d ism an tled  or  to have som e o f  its subsec tions  
d isab led  in o rder  to be p roper ly  m easured .  K n o w led g e  
o f  the internal des ign  o f  a lo u d sp e ak e r  sy s tem  m ay be 
helpful in the m easu rem en t  p rocess  (for  ex a m p le ,  it 
may tell us w hat type o f  p h ase  response  to expec t  on 
the basis o f  the crossover network des ign),  but it should 
not be necessary to determine these aspects by d isabling 
first the w oofer  and then the tweeter  in order to perform  
a p roper  phase  m easu rem en t  on the system .

We are in ag reem en t with the au thor  that i f  the  t r a n s ­
ducer  o r  sys tem  is essen tia l ly  m in im um  phase over  the 
bandw idth  o f  the m e asu rem en t ,  the co rrec t  p rocedu re  
is c lear  and leads to an unam b ig u o u s  and co rrec t  phase  
m easurem ent.  For, with m in im u m -p h ase  sy s tem s ,  the 
phase response  is the H ilbert  t ran sfo rm  o f  the  log  m a g ­
nitude response .  I f  one com pu tes  the H ilbert  t ran sfo rm  
o f  the m easured  log m agn itude  ( that is, f requency )  r e ­
sponse, then one has correctly rem oved  the linear  phase 
term due to propaga tion  de lay  from  the p h ase  m e a ­
surem ent w hen  the m easured  phase response  agrees 
with the co m pu ted  H ilbert t ransfo rm .

M any ind iv idual transducers  are o f  m in im u m -p h ase  
t y p e , but loudspeake r  sys tem s ,  by v ir tue o f  th e ir  c ro s s ­
o ver  ne tw orks ,  genera lly  have non m in im u m -p h ase  r e ­
sponse. Some transducers (for exam ple ,  “ w h iz z e rc o n e ” 
d r ivers)  m ay be n o nm in im um  phase too. C lea rly  we 
canno t pull such a driver  apart in o rder  to p e r fo rm  a 
p roper  phase  m easurem ent on it.

D ifficulties thus arise w hen  one w ants  to m easure  
the phase response  o f  a n o n m in im u m -p h ase  dev ice  
correctly. Such sys tem s have t ransfe r  functions  w hich

* Manuscript received 1984 May 7; revised 1985 January 
1 0 .

1 R. C. Heyser, J. Audio Eng. Soc. (Engineering Reports), 
vol. 32, pp. 23-25 (1984 Jan./Feb.).

can  be rep rese n ted  as the  p roduct

^ m in  ph ase (^ ) * ^ fa ll  p a ss (^ ) ’ ^ t im e  de lay (^ )

and the  p ro b lem  is one o f  “ c o r re c t ly ” rem oving  the 
third fac tor  from the phase m easurem ent on the system. 
I f  the  a l l-pass  te rm  is k n o w n  (for  ex a m p le ,  from the 
crossover  des ign),  one can com pute  the m inim um -phase 
par t  (by H ilbert  t r an s fo rm a t io n  o f  the  m easured  f re ­
q u en c y  re sp o n se ) ,  sub trac t  it f rom  the  m easured  phase 
re sp o n se ,  and then  ad jus t  the t im e de lay  until the r e ­
m a in in g  excess  phase  ag rees  with the  expected  all-pass 
part.  I f  the sys tem  is o f  finite o rder ,  both  the m in im um - 
p hase  and the a l l-pass  te rm s  have a phase  that tends 
a sy m p to t ica l ly  to  a co n s tan t  and hence  have a phase 
s lope w h ich  tends to  zero  as co —» oo. O nly  the delay  
term contributes a nonzero  asym ptotic  slope, if present. 
So rem oving  delay until the h igh-frequency asymptotic 
s lope is ze ro  appears  at first s ight to be a reasonable  
p ro ce d u re  to adop t .  This  is w hat the  au tho r  suggests ,  
and th is  is w hat we w ish to dem ons tra te  to be in a p p ro ­
p r ia te ,  in m any  c a se s ,  b ecause  o f  the  com plica ted  b e ­
h av io r  o f  m ost d r ivers  at high f re q u en c ie s ,  and the 
unusual  de lay  b e h a v io r  o f  som e c o m m o n  system s.

O ne prac tica l  p ro b lem  is that m ost  h igh-frequency  
transducers  have transfer functions with poles and zeros 
bey o n d  the ir  usefu l band lim it.  T h is  m ay imply m e a ­
su r ing  un rea so n ab ly  far above the sy s te m ’s norm al 
p assband  in o rder  to  cha rac te r ize  the phase  asym pto te  
in the  requ ired  m anner .  This  d ifficulty  is pointed  out 
by the  au thor;  in p rac tice  it may be so severe  that the 
a u th o r ’s sugges ted  p ro ce d u re  is not feasib le .

We be l ieve  that it is p re fe rab le  to  charac ter ize  the 
t ran sd u c e r  on the bas is  o f  an in -band  m easurem ent,  
ra th e r  than to dep e n d  upon  inde te rm ina te  ou t-of-band  
po les  and ze ros .  T h is  app roach  is ass is ted  by the fact 
tha t m ost  ind iv idual lou d sp e ak e r  d r ivers  are m in im um  
phase  in th e ir  passb an d s ,  and the phase  effects o f  lo u d ­
sp e ak e r  c ro sso v e r  n e tw orks  are la rge ly  localized to the 
v ic in ity  o f  the c ro sso v e r  f requenc ies  used. W here this 
is so, and p ro v id ed  that one fir s t sub tracts the com puted  
m in im u m -p h a se  re sp o n se , the a u th o r ’s p rocedure  is 
feas ib le  and leads to  “ c o r r e c t” t im e delay  rem oval.  
T he h ig h - fre q u en cy  asym pto tic  beh a v io r  o f  the excess 
phase  response  is then o f  the expected  form .

T o  il lus tra te  this  po in t ,  we re fer  to Fig. 1, which 
sh o w s the  f requency  and phase  responses  m easured  on 
a tw o -w a y  lo u d sp e ak e r  sys tem  o f  no great d is t inc t ion ,  
w h ich  we happen  to have ava ilab le  in our  laboratory . 
The bo ttom  phase  cu rv e  is that m easu red  by d u a l -c h an ­
nel fast Fourie r  t ransfo rm  tech n iq u e s ,  while  the middle 
phase  cu rve  show s the (cyc lic)  H ilbert  transform  c o m ­
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puted from  the m easured log magnitude curve. We have 
ad jus ted  the p ropaga t ion  de lay  tim e offse t in the m e a ­
su rem en t so as to  m ake  the  “ excess  p h a s e ” ( the top 
phase  cu rve)  tend  a sym pto t ica l ly  to zero  slope. The 
excess  phase  is the d if fe rence  b e tw een  the  o r ig ina l  data  
and the co m p u ted  m in im u m -p h ase  cu rve .  It w ill be 
seen to d isplay the second-order all-pass phase  response 
expec ted  on the  basis  o f  the c ro ssove r  n e tw ork  des ign. 
As with  m ost  d es ig n s ,  the  response  o f  th is  loudspeake r  
sys tem  is non m in im u m  phase .  The po in t  we w ish to 
m ake  is tha t the  excess  phase  slope tends  to zero , 
w hereas  the lo u d sp e a k e r ’s m easu red  phase  s lope does  
n o t,  at the top o f  the m easu red  f requency  band .

Indeed , even  i f  we ex ten d  the m e asu rem en t  to h igher  
frequencies ,  as shown in Fig. 2, the loudspeake r’s phase 
slope does  not show  any c lea r  asym pto tic  behav io r ,  
and the au th o r ’s suggested  p rocedu re  us ing  the a sy m p ­
totic h igh-frequency phase slope does not readily  enable 
one to charac te r ize  this  lo u d sp e a k e r ’s phase  response  
correctly. This tw ee te r ’s response  is quite representative 
o f  cu r ren t  des igns.

To  subs tan t ia te  our  c la im  tha t the m easu rem en t  o f  
Fig. 1 is co r rec t ,  we presen t in F ig . 3 the im pulse  
response  co m pu ted  from  the Fig. 1 m easu rem en t  data. 
Note  tha t the im pulse  response  is m a x im a lly  causa l  in 
tha t the first n onze ro  response  occurs  at tim e zero . This 
show s tha t the  co rrec t  p ropaga t ion  de lay  te rm  has been 
rem oved  from  o u r  m e asu rem en ts .  The a u th o r ’s phase 
slope c r i te r ion  a p p lie d  to  the ex ce ss  p h a se  w orks  well 
here and leads to a co r rec t  m easu rem en t  because  the 
tw ee te r  i ts e lf  is m in im um  phase .  (D esp ite  its severe 
null at 28 kH z ,  the tw e e te r ’s response  by  i tse lf  is m in ­
im um  phase  to 50 k H z .)

This procedure  will not necessarily  w ork  if the tweeter 
is not m in im u m  phase .  In such  a ca se ,  o r  even quite  
gene ra l ly ,  the  bes t  p rocedu re  seem s to be to rem ove 
from the m easurem ent that m axim um  delay  which still 
leaves the sy s tem  causa l .  O ne way o f  do ing  this is to 
ad jus t  the  delay  until the  sy s te m ’s im pu lse  response ,

Fig. 1. Magnitude and phase responses of a two-way loud­
speaker system.
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co m p u ted  f rom  its m easu red  com plex  e lec troacoustic  
t ransfe r  fu n c t io n ,  com m en c es  at tim e zero. This can 
eas ily  be done  on m any dua l-channe l  fast Fourier 
t r an s fo rm - ty p e  ana lyzers .  T h is  approach  is cons is ten t  
w ith  the  a u th o r ’s th ird  to last p a rag raph ,  w hich  insists 
tha t a co r rec t  resu lt  m ust be  causa l .  H ow ever ,  it is 
im portant to note that the delay so obtained is not always 
the  sam e as the  de lay  ob ta ined  from  a considera t ion  of  
the h ig h - fre q u en cy  asym pto tic  phase  behavior .

For ex a m p le ,  let us cons ider  the s i tuation  envisaged  
by the  au tho r  in the  last p a rag rap h  on p. 23 ,  nam ely ,  
a tw o-w ay  sys tem  w hose  w o o fe r  is acous tica l ly  ahead 
o f  its tw ee te r .  In such  a ca se  the au th o r ’s suggested  
p ro ce d u re  (or  indeed  the p ro ce d u re  used  above  based 
upon  the ex c ess  phase )  resu lts  in a phase  curve  which 
im plies  acausa l  behav io r ,  tha t  is, the  w oofe r  signal 
beg in s  to a rr ive  be fo re  tim e zero . In such a case one 
shou ld  c lea r ly  set the  t im e de lay  such  that the  co rre­
spondence  be tw een  H ilbert  t ransfo rm  and m easured  
p hase  is o b ta ined  at low frequenc ies  (below  crossover)  
and no t at h igh  f requenc ies .  T he  sys tem  is then  causal: 
the w o o fe r  o u tpu t  still p recedes  the tw ee te r  ou tpu t,  but 
now  the re  is no  ou tpu t before  / =  0.

T h is  s i tua tion  is i l lus tra ted  by the m easurem ent o f  
F ig . 4 ,  w h ich  is o f  a tw o-w ay  sys tem  whose w oofer  is 
acous t ica l ly  well ahead  o f  its tw ee te r  (by over 100 
m m ).  T he  b o t to m  phase  cu rve  is the  causal one. This 
is c lea rly  e v id en t  in the p h ase  p lot o f  Fig. 5, which 
has been made on a linear f requency axis. The tw eeter’s

Fig. 2. Frequency response of the system of Fig. 1 extended 
to 50 kHz.

Fig. 3. Impulse response computed from the data of Fig. 1.
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asymptotically  linear  phase lag (delay) passing through 
the po in t  (0, 0) is well  r ep rese n ted  re la t ive  to the  w o o f ­
e r ’s slope o f  ze ro  in its pas sb an d .  T he  m idd le  phase  
curve o f  Fig. 4 is obta ined by setting the h igh-frequency 
asym pto tic  p h ase  s lope to zero .  It is acausa l ,  and  does 
not co inc ide  with  the co m p u ted  H ilbe r t  t ran s fo rm  (top  
phase curve)  for  this  n o n m in im u m -p h ase  sys tem . We 
m ainta in  tha t the  bo ttom  curve  is the  correc t  one.

The au th o r ’s suggested  p ro ce d u re  m ak ing  use  o f  the 
limit o f  the g roup  de lay

I goc lim
d4>(to)

dw ( 1)

where to is the  rad ian  f req u en cy  and <)>(a>) the  phase  
response ,  is rem in isce n t  o f  P a p o u l i s ’s concep t  o f  the 
“ signal front d e l a y ” [1], [2], w h ich  is based upon  the 
limit o f  the  p hase  de lay

'  poc lim
0>->oc

<K«)
(O

(2)

Fig. 4. Magnitude and phase responses of a different two- 
way loudspeaker system whose woofer is well ahead of its 
tweeter.

Fig. 5. Unwrapped phase of the causal measurement from 
Fig. 4 on a linear frequency axis.

In fac t ,  s ince  the  ex is te n ce  o f  the fo rm e r  lim it im plies ,  
under  any reasonable  conditions on ct>(<o), the existence 
o f  the  la t te r  l im it too  and the ir  equa l i ty  ( i . e . ,  if  T goc 

ex is ts ,  so does  T px and  T p x  =  Tg x ) ,  it fo llow s that the 
au th o r’s asym ptotic  phase slope t - x , i f  it exists ,  is equal 
to P a p o u l i s ’s s ignal fron t  de lay  Tp x . T he trouble  is tha t 
P a p o u l i s ’s th e o re m  [1, p. 136], purpo r t ing  to show 
tha t the signal front de lay  Tpx is the  tim e at which the 
sy s tem ’s im pulse response begins ,  is fa lse— otherwise 
the m idd le  phase  cu rv e  o f  Fig. 4 w ould  have co r re ­
sponded  to  an im pu lse  response  s ta rt ing  at t im e zero. 
T he  p ro b lem  arises w hen  P apou lis  takes  a true resu lt  
concern ing  the com plex  Laplace transform  [1, sec. 9 .5 ,  
p. 187] or [2, sec. 7 .1 ,  p. 225] and m isapplies it without 
p ro o f  to  the  s igna l  f ron t delay  T poc. The signal fron t  
de lay  T poc as defined by  P apou lis ,  o r  the asym pto tic  
va lue  o f  the  group  de lay  T goc as used  by the au thor,  
does  no t a lw ays  co inc ide  w ith  the first arr ival s ignal.  
T h is  is the reason  tha t  a cr i te r ion  based  so le ly  upon  
Tgx ca n n o t  a lw ays  y ie ld  the  co rrec t  resu lt .

To  su m m arize ,  i f  the  sys tem  under  m easu rem en t  is 
m in im u m  phase ,  the  a u th o r ’s p rocedu re  will work if  
app l ied  to the  excess  p h a se .  In o the r  ca ses ,  which r e p ­
resen t the  vas t m a jo r i ty  o f  loudspeake r  system  m e a ­
su rem e n ts ,  even  th is  p rocedu re  has been  show n not 
always to yield  correct results ,  especially  in the absence 
o f  fu r th e r  k n o w led g e  o f  the  sy s te m ’s m akeup .  The p ro ­
cedure we recom m end  is to remove the m axim um  delay 
which leaves the sy s tem ’s impulse response (computed 
from  the n ecessa r i ly  band - l im ited  transfe r  function  
m e asu rem en t)  causa l .  I f  som e sys tem  in fo rm ation  is 
ava i lab le ,  one  can tr im  this  delay  ad jus tm en t on the 
basis  o f  the  in -band  h igh-  or low -frequency  co r re ­
sp ondence  be tw een  the m easured  p h ase  response and 
the co m p u ted  m in im u m -p h ase  response .
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Author’s Reply

I feel tha t  it is n ecessa ry  to pass a long  a sage bit o f  
advice which was directed  at me and my activities many
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years ago: “ W hen I tell you not to do something because 
to do so ,  m igh t get you in to  trouble  and you  go  ahead 
and do it anyw ay— and get into t ro u b le — d o n ’t com e 
back  and b lam e m e .”  I m ade  it c lear,  o r  though t  I did, 
tha t  I am  d escr ib ing  a t ransducer ,  not a  t ran sd u c er  sy s ­
tem . To quo te  my report ,  “ W hen  m ult ip le  transducer  
sys tem s are invo lved ,  such  as w oofe r ,  m id ran g e ,  and 
tw ee te r  assem bl ies  with  the ir  a t tendan t c ro sso v e r  ne t­
w orks ,  it m ay be necessary  to m easure  the  acoustic  
posit ion  o f  each  subsys tem  separate ly .  . . . ”  I also 
w arned ,  to  con tinue  the q uo te ,  “ o the rw ise ,  a lo w -f re ­
quency driver that is positioned well in front o f  a h igher 
frequency driver m ay have its advanced position masked 
by  the la rge r  response  o f  the h igher  f requency  driver  
at very  h igh  f requenc ies .  . . . ”  You m easu red  such a 
co m bined  sys tem  in F ig . 4 and found  tha t  the h igh- 
f requency  phase  in no w ay  told w here  the  lo w er  f re ­
quency  d r iver  w as.  I am no t surprised ; I p red ic ted  it.

I a lso  cau tioned  tha t “ . . . the m e asu rem en t  may 
need to be p e r fo rm ed  at signal levels  as low as 60 
dec ibe ls  be low  tha t w hich  m igh t o the rw ise  be ob ta ined  
in the transducer passband. Even then, the proper value

o f  asym pto t ic  phase  m ay not be c lose ly  ach ieved  if  the 
am p li tude  cu to f f  is very  rap id .  . . . ”  Based on this 
w arn ing ,  I am no t at all su rp rised  tha t the phase  slope 
o f  F ig . 2 does not show  any c lea r  asym pto tic  behav io r  
at 50 k H z ,  w here  the am p litude  response  is only  20 dB 
dow n  and fa ll ing  rapidly .

I suggest  tha t  w hen  co m p u te r  fac ili t ies  are not ava il­
ab le ,  an e n g in ee r  can de te rm in e  the im pulse  response ,  
and from  it the  m om en t  o f  ea r l ies t  s ignal arr ival ,  by 
dr iv ing  the t r an sd u c e r  w ith  a sufficiently  narrow  pulse 
and m e asu r in g  the m ic rophone  response  with a ca li­
b ra ted  de lay  t r ig g e r  osc il loscope .

W ith  the fo rego ing  excep t ions ,  I be l ieve  tha t  your 
co m m en ts  on  this  m a tte r  are va luab le  and should  be 
carefully  considered  by engineers who measure multiple 
t ran sd u c e r  sy s tem s .  I w ou ld  on ly  add the cau tion  that 
I a lso  p resen ted  in my report: “ This  is w here  com m on 
sense  and  a co m ple te  m easu rem en t  o f  am plitude and 
phase ,  co r rec ted  for  t im e de lay ,  can  be h e lp fu l .”

R ic h a r d  C . H e y s e r  
T u junga , CA 91042 , USA
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Fundamental Principles 
and Some Applications 

of Time Delay Spectrometry

Richard C. Heyser 
Tujunga, California

INTRODUCTION

The paper that follows represents Richard C. Heyser’s final contribution 
to the literature on time delay spectrometry (TDS). He was in the process 
of writing it when he died. Although we cannot say whether he would have 
wanted the paper published in this form, I felt that it was important to 
include it in this anthology.

Dick had completed a number of experiments and was conducting others 
to verify the theories that he advanced. He may have wished those ex­
periments to be included here, but they were “lost with Dick.”

Of the three drafts found, one appeared substantially more complete. 
That manuscript, which has been prepared for publication by Dr. D. H. Le 
Croissette, required only minor editing.

This paper provides “food for thought,” and I hope it will encourage 
further progress in the creative realms of science. The information presented 
here is primarily oriented to audio, yet the scope of Dick’s work extends 
far beyond, with significant implications in the fields of mathematics and 
physics. Some may view these concepts as controversial; that is another 
good reason for presenting them. There are concepts which challenge the 
mind and get the creative processes flowing— this paper contains just 
such intellectual inspiration.

John R. Prohs
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Fundamental Principles and Some Applications 
of Time Delay Spectrometry

by Richard C. Heyser 
Tujunga, California

B A C K G R O U N D

The original conception of time delay spectrometry was motivated by the need to find some 
method for measuring the free field response of loudspeakers, while those loudspeakers were in 
reverberant environment. The problem was to find some method of isolating the direct sound from 
later arrivals and measuring the frequency and time behavior of this direct sound. The solution 
involved the use of a specific class of excitation signal which, in effect, placed a time tag on each 
frequency component. This allowed a special filtering procedure to extract signals taking a path 
of known time delay and to display the frequency and time behavior of those signals, to the selective 
exclusion of signals taking paths of longer or shorter delay. Since the complex spectrum was 
obtained as a function of this time delay, the procedure of measurement was called time delay 
spectrometry (TDS).1

It soon became apparent that this conception not only provided one possible solution to the 
original problem, but led to a much deeper insight into the more general problem of characteriz­
ing signals propagating through media which can be characterized as dispersive and absorptive. In 
order to understand how this method worked, and to provide some firm mathematical basis for its 
operation, I was forced into deeper levels of analyses than I had expected to penetrate.

As can happen in such things, this more thorough mathematical analysis of the elemental 
procedure revealed a much deeper structure. Whereas the original intent was to measure traditional 
time domain and frequency domain properties, analysis showed that the procedure was, in effect, 
a key that could be used to unlock other domains. Stated simply, time delay spectrometry is the 
implementation of a specific class of integral transform that maps among domains of differing 
dimensionality.

This opens the door to an enormously rich field of analysis. Its effect may be conceptual­
ized by imagining what contemporary signal theory would be without the tool of Fourier analysis.
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Measurement could proceed, but at a much more difficult pace, and certain elementary facts (which 
we assume to be elementary only because we know about Fourier spectrum analysis) would not 
be known. Imagine the increment in understanding brought about by introducing Fourier analysis 
to such a barren theory; for example, by adding the frequency domain to the traditional time 
domain. With this in mind, imagine what might result when we learn how to add new domains.

Although the methodology of TDS soon outstripped the simpler concepts of the frequency 
and time domain for which the procedure had originally been named, no need has been felt to 
change the name, or acronym, even when applied to the more general mapping procedures.

My original interest in measuring the acoustic performance of loudspeakers stemmed not 
from concern with loudspeakers, but from my personal interest in the mysteries of human 
subjective perception. There is often an apparent discrepancy between subjective perception and 
the objective measures of the ingredients of that perception. I was interested in trying to understand 
why, to use a popular phrase, things do not always measure the way they sound. Although my 
original concern was with the listening qualities of then-new types of power amplifiers2 it was 
necessary to measure the performance of loudspeaker, since these were the source of sound uses 
in acoustic perception.

It had occurred to me that perhaps the reason why conventional signal analysis and 
subjective perception did not necessarily agree was due to a difference in their respective frames 
of reference and, in particular, due to differences in dimensionality between these frames of 
reference. They were, after all, both descriptions o f the same “event”. It was this decision to 
investigate differences in frames o f reference that precipitated the concept of alternatives which 
is described in Section I.

Although the original problem was acoustic in nature, I soon found that I was involved in 
relationships that, at first, seemed far afield of acoustics. From the beginning, it was apparent that 
the mathematical structure which I was developing paralleled those which could be found in other 
branches of sciences, including quantum mechanics. This is not an unusual occurrence. The 
famous indeterminacy relation, for example, was quickly applied to acoustics,3 and Gabor4 utilized 
the mathematics of quantum mechanics in order to align the apparent “frequency” of a tone burst 
with its mathematical description. But because I had abandoned dimensionality as an invariant of 
a description, I was forced to tread what was, to me, new ground. Whenever possible, I would map 
my results back to a discipline and dimensionality with which I was familiar and test my 
hypotheses. The results were sometimes surprising. Higher dimensional analysis not only 
confirmed the existence of relationships that were well known in lower dimension, but gave new 
insight into their cause. Several examples of this are presented in Section I.

The first open literature descriptions of a practical time delay spectrometer were based on 
conventional engineering practice.1,5 Since the time domain and frequency domain are so much a 
part of our present analysis methodology, the first descriptions employed the model of a swept 
frequency excitation and a tracking filter. This proved quite successful in obtaining time domain 
and frequency domain properties o f linear time invariant systems and was an easy model to grasp. 
But this simple model could not begin to exploit the broader concepts which a thorough analysis 
began to reveal. Subsequent publications6'9 began to outline some of these concepts, but, quite 
understandably, remained somewhat mysterious to those accustomed to contemporary techniques, 
and the first TDS implementation model remained a model of choice for experimenters in acoustics 
and audio engineering.

My first published papers on TDS did not come at a fortuitous time. The FFT had just been
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introduced and, other than some pioneering spirits, few persons were interested in utilizing the 
early implementation of TDS which, like Fourier analysis of a prior decade, could only be 
assembled with analog instrumentation.

There was the further misconception of the time that since the first TDS instrumentation 
utilized a so-called “linear frequency sweep”, it must be a variant of conventional chirp technology. 
To some extent this misconception still exists among those who have given present TDS 
instruments only a cursory glance. The linear frequency sweep is indeed utilized in most of the 
present instruments, but only because this provided ready access to the alternative time domain 
(equation 71) and frequency domain (equation 66) with which signal analysts have the most 
familiarity. The general TDS kernel (equation 54) has been successfully used in other phase 
programs, including pseudorandom, to pull out selected properties of a signal process, although this 
is not generally available with present commercial TDS instruments. It is my hope that by 
presenting the more general mathematical development of Section II, other experimenters will be 
prompted to break away from traditional analyses which depend so heavily on what, as I have 
shown, are only two of the infinite number of alternative representations, the time and frequency 
domains.

I believe that the energy relations which are developed in Section I are important, not only 
in the understanding of TDS, but in analysis in general. These are truly general relations and do 
not depend upon any particular frame of reference, or dimensionality of representation. Any 
observation of a linear energetic exchange process must consist of two parts in each of the 
dimensions involved, and these two parts must be related in the specific way developed in Section 
I. Acoustic impedance, for example, must conform to the rules. Not only must the “real” and 
“imaginary” components of acoustic impedance be related by Hilbert transform, but there must be 
a preferred relationship between them such that a complex plot made on the fg-plane (relation 7) 
must curl in a constant direction with increasing values of the coordinate of expression. For 
example, the complex plot must curl clockwise with increasing values of frequency for frequency- 
dependent descriptions of impedance, and counterclockwise for increasing values of time for a 
time-dependent description of impedance. It may never deviate from this form if the proper 
coordinate basis is chosen. Thus, not only can the “imaginary” component be computed from the 
“real” component, but if one is presented with a complete plot of only one of them, it is possible 
to identify by visual inspection whether it is the “real” or “imaginary” component.

Any experiment which results in a single “real” component, for example, seismic detection 
and evoked potential response to stimulus, to mention only two, will benefit from utilizing, through 
measurement or computation, the Hilbert transform related counterpart described in Section I. The 
fg-plot, a complex representation in which projections on quadrature axes are related by Hilbert 
transform, is a true energy representation and can be of great value in analysis. The detection of 
a deterministic process within an otherwise stochastic process can often be facilitated through 
proper use of this plot. And the general geometric properties of “radius” and “angle” on this plot 
can tell much about a process which is so represented. One example of this occurs when the 
“radius” and “angle” are themselves related by Hilbert transform, a condition known as minimum 
phase in the frequency representation of network response. The energy properties of this very 
special geometric relationship reveal that there will be an optimum clustering of total energy 
content in the particular alternative representation which is reached by the Fourier transform.

With the increasing use o f TDS in performing acoustic measurements, now is an appropri­
ate time to present a more complete description of the theoretical and mathematical basis from
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which TDS was developed. I hope that this present tutorial discussion may spark others to examine 
the possibilities which the underlying concepts present for advanced acoustic measurements.

OUTLINE OF PRESENTATION

TDS is now becoming an accepted method of acoustic measurement, taking its place 
alongside conventional, long-standing techniques. The ranks of users of this technique have 
continuously expanded during the past decade, and TDS has been applied in such diverse 
applications as architectural acoustics, loudspeaker measurement, underwater sound, and medical 
ultrasound imaging.10'23 There are now two commercially available instruments for TDS acoustic 
testing.

A number of papers have been written on this subject and an excellent analysis o f the 
technique has recently appeared.24 What, then, could this present paper offer that is not known 
about the technique? The answer is that the concepts underlying TDS are considerably more 
extensive than might be apparent to those who use its present implementation. Future versions of 
the technique will draw upon concepts which are presented for the first time in this paper. There 
is, as I intend to show, the equivalent of a new paradigm for modelling and problem solving 
purposes which TDS uniquely implements.

In order to present the broader picture, this paper is divided into four sections. The first 
section deals with the conceptual basis that underlies the proposed paradigm and presents some 
energy relations which derive from that paradigm. The assertion that this is a new paradigm 
demands justification and several examples are presented in order to provide that justification.

The second section extracts those analytical aspects of the paradigm which underlie TDS. 
This leads to an analytical expression for mapping between alternative frames of reference which 
is a special type of integral transform.

The third section describes the manner in which TDS implements the integral transform. 
The presentation progresses from the abstract, through a simple mathematical model, to the block 
diagram of presently available TDS instrumentation.

The fourth section discusses a number of practical applications o f TDS which have already 
been made in the field o f acoustics.

SECTION I 

THEORETICAL BACKGROUND

Although contemporary TDS instrumentation presents its results of measurement either as 
time domain or frequency domain properties, I intend to show that eventual use will not necessarily 
be limited to these specific domains. In addition, contemporary TDS instrumentation makes use 
of a particular complex pair of entities in both the time and frequency domains, which I consider 
to be related to energy density within the frame of measurement used for the particular TDS 
measurement. In order to understand the basis for both of these assertions, it is necessary to present 
a more penetrating analysis of the fundamental considerations from which this technique was 
derived. Accordingly, this section briefly summarizes the necessary theoretical and conceptual 
background to understand TDS.

A Paradigm of Alternatives
The manner in which each of us approaches a problem-solving situation depends upon the 

particular conceptual model which we use to characterize that situation. This conceptual model
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is the very foundation of what may be called our “understanding” of the problem. Thomas Kuhn25 
formalized this idea of basic conceptual models used within technical disciplines, and referred to 
them as paradigms. It has been Kuhn’s assertion that scientific revolutions within a discipline do 
not so much depend upon a continual expansion of knowledge within that discipline, as if present 
experts were merely standing on the shoulders of their forebears in order to see more clearly, but 
is often a result of paradigm changes that produce an entirely new perspective.

Although Kuhn’s concept of paradigm has been applied (or misapplied) by overzealous 
followers far beyond his original intent, the basic premise of his work is still worth considering.

A proper understanding of the theoretical basis of time delay spectrometry requires a 
recognition of what I believe to be an implied paradigm in ongoing analysis and the introduction 
of a different paradigm, which I shall refer to as the paradigm o f alternatives.

The underlying assumptions that link these paradigms relate to the concept of frame of 
reference. This can be illustrated through the example of generalized Fourier series. The set of all 
functions defined and (Lebesgue) measurable on a set T in N-dimensional space, and with the 
property that the square of the norm is finite and induced by an inner product,

II X  II2 = (x ,x ) =

is a separable Hilbert space, which is designated L2(T) when the inner product is taken to be,

(x,y) =

where the overbar denotes complex conjugation.
When this is established, it follows that there is for every x in the space a unique expres­

sion,
oo

x = X  c NeN (3)

where CNeNis a countable set of a complete orthonormal set and CN=(x,eN). The series represen­
tation is called the generalized Fourier Series of x with respect to eN. If, for example, T is the 
interval [0, 2n] of the real line, then the expansion is the usual Fourier sine and cosine series.

Let us take a more careful look at a hidden assumption. The orthonormal set is expressed 
in terms of the same frame of reference as x. That is what we mean when we state that x can be 
expanded in terms of elemental expressions taken from an orthonormal set over T. In the case of 
traditional modal analysis, we presume that a particular response in terms of coordinate t can be 
decomposed into terms that are also expressed in terms of coordinate t.

There is nothing wrong in such an approach and its mathematical pedigree is beyond 
reproach; but a paradigm lies at its very heart, a problem-solving model which presumes that one 
needs to stay in the same frame of reference. The point I would make is that we do not think of this 
as a paradigm until it is called to our attention.

Consider another approach. Let us elevate the significance of the frame of reference which 
is to be used in any measurement (or observation). In terminology quite familiar to students of 
quantum mechanics, assume that we must first establish a frame o f reference; then we can express 
our theory of how things work in this frame of reference and conduct experiments in consonance 
with this theory.

x(t)y(t)dt

x(t) x(t) d t<  <
( 1)
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When confronted with a problem-solving situation, rather than persisting in a search for 
elemental components expressible in terms of the same frame o f reference, suppose we search for 
a different frame of reference in which the part of the problem o f interest to us is now of more 
manageable form, even though abstract.

It is quite apparent that this does not alter any part of the existing mathematical structure 
of our analysis. But it does introduce the new assumption that there is no “preferred” frame of 
reference. The situation can be conceptualized in terms o f the symbolic diagram of Figure 1. An 
observer, utilizing frame of reference A, can interact with and measure an event. The presumption 
is that not only can another observer, utilizing some other frame of reference B, observe the same 
event from his special perspective, but that there are an indefinitely large number of alternative 
frames of reference which can be used to observe the same event.

As far as each observer is concerned, the event occurs solely within his specific frame of 
reference. He sees everything that can be seen and there is no part o f the event inaccessible to him. 
It may, in fact, be totally inconceivable to such an observer that there could be some other way of 
describing the event. In a previous publication this concept was presented as a principle of 
alternatives.10 In a particular problem-solving situation, we may be likened to an observer in some 
frame of reference A. Properties which are of interest to us may be considerably enmeshed with 
other undesired properties, so long as we stay in system A. There are an infinite number of 
alternative frames of reference in which we might view the problem of interest. Perhaps one of 
these reference systems, for example C, will be such that the property of interest, as expressed in 
that system, is separated from the undesired property. Rather than try to express the abstract frame 
of reference C in terms of A, TDS is a methodology for mapping our entire problem to the 
alternative frame of reference C; where we can separate the desired property, and then choose to 
map the results either back to frame of reference A for observation of the results in that system or 
to some other alternative frame of reference for further analysis and consideration.

The foregoing example does not address deep philosophical considerations, such as the 
meaning to be assigned to the terms “observe” and “event”, but it does outline the concept of 
alternatives. Space does not permit a more general approach, so from this point forward we shall 
limit the present discussion to a specific type of frame o f reference which encompasses the linear

SEEN FROM OTHER 
FRAMES OF REFERENCE

SEEN FROM FRAME 
OF REFERENCE A

SEEN FROM FRAME 
O F REFERENCE C

SEEN FROM FRAME 
OF REFERENCE B

Figure 1 Symbolic diagram showing views of the same event from various frames of 
reference.
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time and frequency domain of conventional analysis, and which leads to the development of linear 
TDS.

C-Alternatives

The principle of alternatives states that, if there is a valid functional representation f, which 
is expressed in some frame of reference x, then there will exist maps 5Vf which can transform this 
f(x) into equally valid representations in terms of alternative frames of reference. Those 
representations, which are equally valid under a defined set of conditions C, constitute a set of
alternatives under conditions C. In the case of linear signal analysis, the condition of Lebesgue
square summability, in which the representations are of class L2, defines a particularly useful set 
of alternatives.

If representations f  and g are C-altematives under then in symbolic notation,

C  ^
5W: f-> g  W

In words, 9A is the procedure that converts an f  into a g under conditions C.
For the remainder of this article, I will assume that C is the condition of equal Lebesgue 

square measure. The term “observe” can then be related to transfer of Lebesgue measure between 
the observer and that which is observed, for only things of non-zero Lebesgue measure can be 
carried between alternative observables.

Let us assume that f  is a valid functional representation expressed in an N-dimensional 
frame of reference, which, for simplicity, we will assume is Euclidean in its geometry. On the other 
hand, g is an equally valid representation expressed in a different frame of reference. The frame 
of reference for g may be M-dimensional and also is assumed to be Euclidean; this makes condition 
C the requirement that each space be a Hilbert space on which an inner product can be defined. The 
mapping procedure 9A then has a most interesting task; it must transform expressions from one 
frame of reference to another without Altering their geometry under conditions C, even though the 
frames of reference may be of different dimensionality.

If all possible alternatives are equally valid for characterizing an observable event and are 
nothing more than different ways of representing that event to an observer, then we can pose a very 
interesting question: What observable property does not change when we alter our frame of 
reference? Since we can alter dimensionality of a representation by mapping from one alternative 
to another, we can no longer depend upon the familiar concepts of topology. Dimension is a 
topological invariant,29 and we can no longer carry such concepts as continuity of functions as self- 
evident truths to be applied to alternative representations.

A truly invariant property under such maps must be one which has no dependence 
whatsoever upon frame of reference. It must be scalar. Net scalar Lebesgue measure is such a 
property. It is a property of C-altematives that net Lebesgue measure is conserved. If we presume 
that the process of “observe” equates to transfer of Lebesgue measure— that is, nothing can be 
observed which does not have Lebesgue measure— then the conservation of Lebesgue measure 
corresponds to conservation of net energy under conditions of complete alternative representation. 
This seemingly abstract consideration can now be developed into some useful energy relations.

Energy Relations

If there is a finite scalar entity E, identified as total energy, which is to remain invariant 
when all aspects of a process are considered over some frame of reference s, then we can postulate
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the existence o f a total energy density E(s) such that the net sum of this density over all values of 
this frame of reference is equal to the total energy. This can be expressed as,

E (s) ds = E ^

The set of all frames of reference s for which this invariance holds will be defined as 
generalized coordinates of energy measure. When energy representations in generalized coordi­
nates s. are mapped to energy representations in generalized coordinates s. under conditions of 
conservation o f total energy E, then

f  E ( s i ) d s i=  [  E(Sj) ds_j (6)
J  Si j  Sj

As it stands, this expression is of little utility, but if we further define a new complex entity 
h(s), the square of whose magnitude is equal to E(s), then we can cast relation (5) into a form that 
is known to be of use in descriptions of energy related events. Defining

h(s) = f(s) + ig(s) (7)

we have

h(s) h(s) ds =
J  s J  s

h(s) h(s) ds = |h(s)|2 ds = E (8)
's

Since E is finite, h(s) is square integrable, and consequently will be of class L2 if ds is the Lebesgue 
measure of the frame of reference s. The one assumption we have to make, in order to use h(s), 
is that energy density is positive definite. If energy density is positive definite, then we can define 
an h(s) whose square is equal to that energy density. The function h(s) needs to be complex for 
completeness, since the set o f the square of real numbers is a subset of the set o f the square of 
complex numbers.

The strategy of defining a complex number of class L2 allows us to draw from the extensive 
mathematical literature concerning linear spaces of class L2. Of particular benefit is a theorem due 
to Titchmarsh26 which identifies the necessary and sufficient condition under which a complex h(s) 
will be analytic and of L2.(27) The condition is that f(s) and g(s) be conjugate functions related to 
each other through the Hilbert transform.

The Hilbert transform is of strong L2 type,27-28 which means that not only is

lh ( s )P = [ f ( s ) ] 2 +  [g(s)]2 (9)

everywhere except over sets of Lebesgue measure zero, but that

T (f (s))2 ds =
Js

(g (s))2 ds
( 1 0 )
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The result of this is that when we impose L2 structure on our analysis the expression which is 
identified as total energy density is partitioned into two terms,

E(s)=V(s) + T(s) (11)

where
E(s) = I h(s) I2 (12a)

V(s) = [f(s)]2 (12b)

T(s) = [g(s)]2 (12c)

A further result is that if we integrate over the whole of s in order to evaluate the scalar partition 
of E which is imposed by this additional structuring, then,

E = V + T (13)

and
V = T = (1/2) E (14)

where j*
V = V(s) ds 

J s (15a)

T = T(s) ds 
J  s (15b)

Some discussion of terminology is in order. E(s), by definition, embodies the total energy 
density that can be measured in system s; there is no additional measurable term which relates to 
total energy density. In order for the net scalar energy to be conserved, there must be two 
components of E(s), and they must take the forms which I have identified as V(s) and T(s). One 
of these terms clearly corresponds to that expression which we have traditionally called potential 
energy density, as expressed in system s. Accordingly, I have shown it as V(s). The other term, 
the other “h alf’ of total energy density, is identified as T(s), and henceforth I shall refer to it as 
kinetic energy density, When this relationship was first discovered, I anguished over the meaning 
of the term which I called T(s), but could see no other identification than that o f a kinetic 
component; and the theorem was published with this nomenclature.7 Relationships (11) - (15) have 
survived many subsequent challenges. The issue is discussed later when we consider the 
significance of the energy time curve, but a simple interpretation of these relationships is offered 
when we consider the place-by-place measurable value of f(s); namely, g(s) is that global 
distribution which is necessary to support the local departure from equilibrium identified as f(s) and 
which is necessary for the conservation of net scalar measure for all alternative representations of 
f(s).
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With these considerations in mind, we can identify a fundamental relationship:

The necessary and sufficient condition for the conservation of total energy in a linear 
system is the partitioning of any observation of that energy into two components related 
through the Hilbert transform.

A second relationship is that,

A “real” observable f(s) whose square is proportional to energy density yields half the total 
energy that can be attributed to a linear process.

In Defense of the Paradigm

Let me return to the assertion that we are dealing with a new paradigm. Although not 
explicitly stated by Kuhn, it would seem that there are two conditions that must be satisfied by a 
new paradigm. First, the new paradigm must completely embrace everything that is known in the 
ongoing paradigm; there can be nothing modelled in the ongoing paradigm that cannot be modelled 
in the new paradigm. Second, the new paradigm must lead to predicted results which are not 
explainable in the ongoing paradigm but which can be readily tested and demonstrated without 
violating any o f the accepted constraints of the ongoing paradigm. Clearly, the concept of 
alternatives satisfies the first condition, since it does not alter any of the analytical structure now 
used in problem-solving situations. The concept of alternatives also satisfies the second condition, 
as will now be shown.

Three examples will be presented. The first example relates to energy density and its 
partitioning. The second example is that of the noncommutation o f the procedures o f the operator 
and transform, and the third example is the predicted noncommutation of certain important classes 
of operator used in quantum mechanics as well as acoustics.

Example 1

Consider the simple electrical circuit of Figure 2. A battery of potential V is applied 
through a switch and unspecified network N to a capacitor C. Assume that network N may be 
anything whatsoever that does not have measurable steady-state potential energy in terms of the 
voltage frame of reference used to characterize the network, and which allows the capacitor to 
eventually equilibrate in voltage with the battery. The network may consist of a short wire, a 
resistor, or combinations of coils, transformers, lamps, motors, and electromagnetic antennas. 
Regardless of the initial stored potential energy o f the capacitor, what is the relationship, when the 
switch is closed and conditions have equilibrated, between the net energy transferred to or from the 
battery and the net potential energy remaining on the capacitor?
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The previously derived energy relations predict that it takes energy to store energy. If a net 
energy E were transferred away from the battery, then the prediction is that a net potential energy 
of (1/2)E will be observed in the storage medium. The other half will be attributed to a quadrature 
component which is not observable in a potential energy frame of reference.

This assertion can readily be demonstrated using conventional circuit relations, The net 
energy transferred to (or from) the battery is related to its voltage and the circuital current i, by

r  r  ( i6 )
V • idt = V I idt 

J o Jo

But since the voltage across the capacitor, Vc, is related to the current by,

i = C ^  (17)
dt

it follows that,

dt = C v f  dVc = CV2 (18)
Jo

Under steady-state conditions we know that the potential energy stored in the capacitor is,

I C V 2 (19)

which is precisely half that which was transferred. Although presented as an electrical circuit, it 
can be readily demonstrated that the same situation prevails for hydraulic and mechanical 
situations. There is nothing in our present paradigm that predicts why such a precise energy
partitioning should occur, although the physical and mathematical demonstration is quite simple
to perform.

Example 2

The second demonstration draws from conventional functional analysis. Under contemporary 
analysis, the terms map, operator, function and transform are considered synonymous.29 There is 
no intrinsic distinction made among them, except for convention of use. Thus, there is nothing to 
prevent us from considering the Fourier transform as a Fourier operator, for example.

The concept of alternative representations, on the other hand, brings a new perspective to 
these mathematical procedures. The paradigm recognizes the independence of alternative frames 
of reference and thus requires that a distinction be made between those procedures whose initial 
and final states reside within the same frame of reference, and those procedures whose initial and 
final states exist in alternative frames of reference.

The procedure that takes a representation from one frame of reference to an alternative 
frame of reference will henceforth be called either a map or a transform and will be represented by 
an upper case script notation (e.g., M, ...), The procedure that alters a representational form 
within an alternative frame of reference will be called an operator and will be designated by an 
uppercase letter (e.g., R, S , ...). Functional representations within an alternative will be designed 
by lower case (e.g., f, g, ...).

The concept of alternatives is brought into functional analysis through the requirement that 
if g is to be a valid alternative to f, then there can be nothing contained in f  that does not appear in
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g, and conversely. This means that f  can be mapped into g and then recovered from g everywhere 
(except over sets of Lebesgue measure zero) for the L2 condition. Formally, if

M f = g  (20)

then there will exist an inverse map rA ŝuch that

3 \£ g  = 5\£W f=f ( 2 1 )

This requires that
7 ( M  =  M0{_ = I  (22)

where I is the identity operator.
If there is an operation R in the space of f  which corresponds to an operation S in the M ~  

transform space of g, then

M R  f  = S g  = SfWf (23)

This leads directly to the following equivalence relations on any measurable f,

M R  -  S M  = 0 (24a)

M R  -  RM  = SM -  R M  (24b)

It is clear that, unless S has the identical form to R, then map M cannot commute with R;
that is

M R  -  R M  = [sif.R] *  0 (25)

Quite simply, this means that the transform of an operator is not the same as the operator 
of a transform, a conclusion quite unexpected if one considers map, transform, operator and 
function to be synonymous terms. Like the example of the electrical circuit, this noncommuting 
of the procedures of transform and operator can readily be demonstrated by means of examples 
drawn from contemporary analysis.

Example 3

While this is an interesting result, a far more significant consequence of this concept of 
alternatives is the effect which is predicted when sequential operational procedures are applied to 
functional forms within a specified frame of reference. There is a long-standing observation of 
science that certain operational procedures do not commute. Thus, for example, the procedures of 
differentiation and multiplication by a monomial do not commute in the order of their application. 
This noncommutation is still considered a mystery and, to the best of my knowledge, no general 
explanation has been offered which would allow one to predict whether two arbitrarily chosen 
operational procedures will commute. I will now show the derivation of such a general relation 
based on this mapping concept.

Relation (23) can be cast into the forms,

R = !A£S M  S = MRML (26)

which signify that S is the iW1 transform alternative of R, while R is the ^transform alternative of 
S.
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A symbolic diagram that is helpful in understanding the mapping relations for alternative 
frames o f reference is shown in Figure 3. Two alternative systems are symbolized as A and B. 
Placing alternatives A and B on the same diagram is only a symbolic convenience which is intended 
to portray correspondence between procedures in these systems. An f(x) in system A is 
transformed to a g(y) in system B by map Similarly, map ^converts g(y) to f(x). Operator 
R, acting solely within A, converts f(x) to Rf(x). The corresponding alternative form of this 
operator in B is S. If, for example ‘M is the Fourier transform and R is the derivative operator on 
system A, then multiplication by iy is the alternative operator on system B. This symbolic diagram 
is quite helpful in demonstrating the distinction demanded by the principle of alternatives between 
the procedure of map and operator.

Figure 4 demonstrates the symbolic basis underlying the noncommuting of the procedures 
of map M  and operator R.

The case of commutation or noncommutation of operational procedures is also symbolized 
in Figure 4. The question to be addressed is, under what conditions will operator R, followed by 
operator S, produce the same functional form on A as operation S followed by operation R? It 
should be apparent that there is absolutely no answer to this question which is available to an 
observer who resides solely in system A.

The geometric symbolism of the diagrams of Figures 3 and 4 can now be replaced by the 
more formal mapping diagram of Figure 5. This diagram shows the relationship between 
operations (upper case letters and lateral displacement), which act on representational forms to 
create a new form within the same frame of reference; and alternative maps (upper case script and 
vertical displacement), which transform to a new frame of reference. Each node is a representa­
tional form, with the direction of arrows indicating forward procedures; inverse procedures act 
contrary to the direction of the arrows. Nodes at same vertical location correspond to representa­
tional forms within the same frame of reference, while nodes at the same horizontal location 
correspond to alternative representations of those above and below it.

Whenever two procedures demonstrate a dependence upon each other, such as noncommu-

Figure 3 Symbolic diagram showing mapping relationships between alternative frames of 
reference.
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tation in their application, then these procedures must be related to each other in some manner. I 
intend to show that this is indeed the case for noncommuting operators and that the underlying 
relationship is that they are different versions of each other under a particular linear transform.

Figure 5 shows the hierarchical relationships that exist among operators when these 
operators are expressed in the same frame of reference. If these are to be expressed in the same 
frame of reference, say System A, then operator S can be interpreted as the iW-transform of operator

Figure 4 Symbolic diagram illustrating commutation for noncommutation of operational 
procedures.
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S ^ f  =  Sg

j U  Sg

\ J i  a SYSTEM C

Figure 5 Formal mapping diagram.
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R, while operator R is the dual ivf-transform of operator R. This can be represented as,

(fWR) = S (27a)

(5W2 R = R) (27b)

where the parentheses indicate that the procedures are to be expressed in the same frame of 
reference as that of operator R.

As an example, if 5W is the Fourier transform and R is the derivative operator, then, since 
dual Fourier transformation reverses coordinate direction,

R = d / d x  (2 8 a )

S = ix (28b)

R = d / d ( - x )  (28c)

We know from relation (25) that the procedures of transform and operator cannot commute. 
This means that,

5WR *  R ‘M  (2 9 )

Similarly,

5WRR *  RfWR (30)

The dual procedure of R followed by fM maps a function from System A to System B. Since 
this involves only procedures fWand R, there must be a unique correspondence between 5V/R and 
the single domain procedure (M*). That is, for one 5Wand one R there can only be one (fWR). This 
correspondence allows us to rewrite (30) as,

(3tfR)R*R(£tfR).  (31)

But, from (27a), this means that

S R * R S ,  (32)

and hence R and S cannot commute. The commutator of R and S can thus be expressed,

R S - S R  = [ R , S ]  * 0 .  (33)

This, I regard, as one of the stronger arguments that we are dealing with a new paradigm, 
a new problem solving model and set of relations. Although the noncommutation of certain 
operational procedures has been known for more than 60 years, and this noncommutating lies at 
the heart of contemporary quantum mechanics, no general reason for this noncommutation has
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been previously presented.30 With the introduction of the concept o f alternatives, it can now be 
appreciated why this failure to commute was not obvious in the ongoing paradigm: it involves 
mapping equivalence relationships in alternative frames of reference. We could only demonstrate 
the noncommutation of R and S by considering the forms they take in alternative frames of 
reference: S is the form taken by R under map 94 and R is the form taken by S under map 94.

Rather than two independent procedures, R and S, the mapping diagrams of Figure 6 
illustrate how one can envision the dual application of R and S as equivalent to the action of only 
one procedure; in this case, procedure S. Figure 6a is the equivalent of procedure R followed by 
procedure S; while Figure 6b is the equivalent of procedure S followed by procedure R.

The result of the foregoing analysis can be readily explained in the following terms: when 
a first operational procedure in one frame of reference is mapped into the form of a second 
operational procedure in an alternative frame of reference, then the two forms of operational 
procedure cannot commute if applied in the same frame o f reference.

Examples can readily be produced which verify the predictions o f this new paradigm. 
Fourier related procedures cannot commute; thus the second derivative operator and multiplica­
tion by the quadratic coordinate cannot commute. Other procedures which are related to these by 
simple maps or operations will likewise fail to commute, thus the second derivative operator will 
not commute with the derivative operator acting on multiplication by the quadratic coordinate. 
And while convolution cannot commute with multiplication, convolution can commute with 
differentiation of any degree.

As a comment on the notation which I use for relation (27b), there is often a special 
relationship that exists between an operator and its dual transform alternative. I therefore identify 
the dual M-transform of R as R rather than some other form, such as T. This comes about in the 
following manner. As seen in the source frame of reference, a transform between the source and 
a second alternative frame of reference presents the coordinates of that second frame of reference 
as parameters which are expressed in terms of the source frame o f reference. There can be 
transforms, of which the TDS transform is one example, for which an identical transformation on 
the second alternative results in a third alternative form whose coordinates are scalarly related to 
those of the first frame of reference.

My purpose in presenting the foregoing analysis in defense of the proposed paradigm is not 
only to alert the acoustic analyst to its viability in practical situations with which he may have 
gained much familiarity by other methods, but to the realization that some new and unexpected 
results can derive from its use. In particular, it is exceedingly important to release oneself from any 
artificial limitation on the dimensionality of a signal to be analyzed. In the next section we will 
consider a special class of integral transform that can be interpreted in terms of this paradigm of 
alternatives.

JU\

Figure 6
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Two mapping diagrams, (a) Procedure R followed by procedure S, (b) Proce­
dure S followed by procedure R.
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SECTION n

MATHEMATICAL DEVELOPMENT

When we try to reduce the conceptual model to useful mathematical relationships, we are 
faced with a most interesting problem. What happens if  we are allowed to look at something in 
terms of a completely different frame of reference? And in particular, what results if we convert 
a familiar representation, expressed in terms of a dimensionality which has meaning to us, into a 
frame of reference whose dimensionality is altogether different. Asa heuristic example, how might 
a chair, which we recognize in the four-dimensional geometry of space-time, appear if we could 
view it in terms of an alternative six-dimensional geometry? It is apparent that in such a world, time, 
as we know it has no local description but must appear as a geometric relationship throughout the 
six dimensions. The same will be true for each of those familiar lower dimensional attributes which 
we call spatial location.

Our task is made even more formidable once we recognize that we cannot depend upon 
familiar concepts drawn from the branch of mathematics called topology. Topology considers 
almost every conceivable deformation, except that of changing dimension; dimension is a 
topological invariant.

Once we begin to appreciate that any particular view we might take is never the “only” view, 
we can begin to understand how to convert a representational form from one view to an alternative 
form in an alternative view. The touchstone, as pointed out earlier, is that no view be preferred (that 
is, no view can see something that cannot be accounted for in all other views), and the only property 
that does not change as we progress from one alternative view to another is that of total scalar 
measure. Starting with these fundamental considerations, this section develops some simple 
mathematical relationships for converting representational form among alternative frames of 
reference.

An Integral Transform

Any generalized procedure for mapping a representation f  (expressed in terms of frame of 
reference x) into an alternative representation g (expressed in terms of frame of reference y) must 
satisfy the condition that every part of x must be uniquely accounted for in y, and conversely. This 
means that for every value of coordinate x there must be a unique distribution of coordinates y into 
which that x is to be mapped. This gives rise to the identification of a mapping kernel m(y,x) which 
is a geometric manifold involving parameters y in terms of coordinates x. If we have an f(x) and 
wish to convert it to a g(y) under conditions of equal square summability (class L2), then we can 
use the formula,

m(y,x) is a mapping kernel that expresses certain parameters y in terms of frame of reference x. 
The product of this mapping kernel with any (Lebesgue) measurable f(x) results in a distribution 
over the whole of space x whose net Lebesgue sum over x leaves a representation in terms of 
parameters y.

If f  is of class L2, then by definition

(34)

y = y , , y 2,...yM x = x1,x 2,...xN .
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| f  (x)p dx <°o (35)

and if mapping kernel m(y,x) preserves total Lebesgue measure, then g is also o f class L2, and

In that case, the transform(34) is an isomoiphism o f L2 onto L2 which preserves total 
measure and maps space x o f dimension N onto space y of dimension M, where N may be the same 
or different than M.

The mapping kernel identifies the way in which coordinates y will appear in space x. The 
parameters y become the coordinates of the transformed expression. Representations g(y) and f(x) 
are L2 alternatives under map m.

Let us now consider one special type of mapping kernel. The mapping procedure,

where K is a constant to be determined under condition C, will be called the TDS map, and analysis 
performed under this mapping procedure will be called time delay spectrometry.

If f  is complex and of class L2, then the real and imaginary parts of f  are also L2. The 
representation g may be complex. The complex conjugate of g will be,

(36)

X

(37)

X
(38)

If g and f  are both L2 and have the same sum, then (36) can be written,

(39)

This can be expressed, under conditions of uniform convergence, as,

(40)

which means that an inverse map exists and is given by,

(41)
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Or, a forward TDS map followed by an inverse TDS map restores the original form under the
relation,

. I e-i$(y,x) I

J v  J X

f (x) = j -  I e-i <> I f (x) e-‘ •> <y-x> dxdy
K2 Jy (42)

The factor K2 is that which is required to restore f  under a dual procedure of a forward map 
fo llow ed by an inverse map. Relations (37) and (41) are forward and inverse TDS maps, 
respectively.

This  show s that the T D S  map is invertible and hence is a legitimate transformation between 
coordinates. A n f can be changed into a g, and then recovered as an f  (everywhere, except over sets 
o f  Lebesgue  m easure  zero). What we have done is to break the (artificial) bond of dimensionality 
from  analysis. We are no longer restricted to working at a fixed level of dimensionality, but can 
transform  up or down in dimensionality of representation. This is the key that lets us into other 
domains.

TDS Mapping Relationships
Iterating the TDS map, that is, applying two forward maps, will not restore the original 

function. In particular, if h(u) is the result of two forward maps, then, neglecting the scalar constant
K ,

h ( u ) =  J | f  (x) ei<Ky-’OdxJ e ' t ( y . u)
v \_Jx

= J  K*)[J
%/x • 'V

dy

(43)

e i  {0  ( y , x )  h- <(> ( y ,u ) }  d y dx

Another relationship which can be demonstrated is the TDS transform of products. If, 

s<y) - f  e‘0<y.x) r  (x)dx, (44)

then the transform  o f  the p roduct o f  tw o functions in y is 

P (x) =  g (y) s  (y) e-i f  (y.*) dyJ
J g ( y ) e - i * ( y . x ) j j "

J '4J I
g  (y ) e-i <t’(y-x) | J  (y-u) r  (u) du

g (y) e  > (<i>(y.x)-<Ky.u)) dy 

r  (u) f*' (x ,u)  du

dy

du

(45)
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where

\f f (x,u) = I g (y) e ‘ («t> Cy.x) - <t> ( y . u ) } dy (46)

The TDS transform of the product of two functions is a special integral of the separate transforms 
of those functions.

Not surprisingly, the TDS transform of the derivative of a function has a special, form. This 
can be seen from the expansion—

a  r  i  . d f  (x ) . d<{> (y ,x )
[ e1 ♦ <y-x> f  (x)] = e1 <t’(y>x) ~ ^ ~ +1 ' & e* ♦ f  (x ) . (47)

Taking the bounded integral with respect to x, and allowing the integration limits to grow 
without limit,

lim
x-x>

<• +x  <• +x

d [ e* 4> f  (x)] = lim I ei 1>(y-x) [—--x) 1 
► I x-^oo I L dx J

"  -X  "  -X

r

dx (48)

+ lim | i
x-*»

d <)> (y,x)
f(x )e i<l>(y.x)dx

which becomes the relation,

dx = -ij* ei(t>(y-x)
d<J) (y,x)

dx
f  (x) dx (49)

The TDS transform of the derivative of a function is minus the imaginary operator times the TDS 
transform of the product of that function and the derivative of the phase of the TDS kernel.

If we define the transform of f(x) as ® [f(x)], under the relation,

JC [f (x ) ]A  ei <t> (£. x) f  (x) dx = F (  ̂),

then

df (x)
dx

= -i<D f(x )
d<()(^,x)

dx

(50)

(51)

If, in particular,

<t> (  4 > x )  =  ^ x r  •

then the following transform relations result

[ f ' (x)] = -i  ̂r <t> [xr_1 f  (x)]

(52)

(53a)

<D>[xi-r f ' (x)] = -i^r<E»[f (x)] (53b)

TIME DELAY SPECTROMETRY 225



o [ g ’ ( £ ) f  ( % )] = I G (u) F (xr - ur) du (53c)

o { d >  [f (x)]} = o 2 [ f  (X )] = f CVTx) (53d)

0 2r[f(x)] = f  (-x) (53e)

0 4r[f(x)] = f(x)
(53f)

Relations (53d), (53e) and (53f) show that simple polynomial TDS transforms are 4r-fold 
cyclic. Forward application of the map 4r times brings us back to our starting frame of reference, 
where r is the exponent of the TDS kernel.

The Special Case Called Fourier Transform

Let us now consider the significance of the TDS map. The mapping kernel has the form,

Geometrically, <|> (y,x) = constant, is a hypersurface in x, defined in parameters y. The 
nature of this hypersurface is established by the parameters y. As a special case, if the source frame 
of reference is N-dimensional in x and the destination frame of reference is also N-dimensional, 
then the number of parameters y will equal the number of source coordinates x. The simplest 
hypersurface having one parameter for every x is the hyperplane, defined by the inner product,

The hyperplane is “flat” in Euclidean space; it has no curvature. A hyperplane in one- 
dimension is a point; in two-dimensional space it is a straight line; and in three-dimensional space 
is a plane. One could identify the parameters y as the inverse of “direction cosines”, whose values 
determine the “angle” of the hyperplane in space x. As the y ’s pass through all their values, the 
hyperplane is N-dimensionally rotated through all its possible “angle”. This procedure is 
formalized by expressing the hyperplane in the role of an angle by placing it in a complex exponent. 
When the N-dimensional function f(x) is multiplied by the exponential hyperplane, the product is 
a distribution over the whole o f x in terms of the parameters y. Even if f(x) exists only at a “point” 
in x, the distribution is i over the whole of x. Summing, with Lebesgue measure, all x will 
completely remove any x-dependence, leaving the N-dimensional representation in terms of y.

It should be clear that what we have just developed is the N-dimensional Fourier transform:

m (y ,x )  =  ei(t,<y’x) (54)

< y , x >  =  y ! X j  +  y 2x 2 +  .. .  +  y N x N (55)

(56)

It also follows that the inverse Fourier transform is,

(57)
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And dual iteration produces,

A (h ) = | | e i<!>'(x +u')>cty dx

(58)

J f  (x) 8 (x + u)dx = f(-u)

Using our previously derived expression (46) we can see that the Fourier transform of products 
equates to the convolution of the Fourier transforms, under,

/■ + C t , K ) = (  )  g(y ) e - 1 { < y . * > - < y . u > } d y  .
(59) 

= f (x -u ) ,

and the Fourier transform of the derivative of a function is the Fourier transform of the function 
times the transform coordinate multiplied by the negative imaginary unit.

Relations (56), (57), (58) and (59) are well known properties o f the Fourier transform in L2. 
My purpose in deriving them is to show how the concept which we are presenting in this TDS 
approach can: ( 1 ) lead to an entirely new interpretation of an existing procedure, and (2) lead to new 
concepts.

The analysis tells us the following about the Fourier transform in L2 that is, when used to 
describe situations under the law of conservation of total measure (energy or probability):

[ 1 ] The representations f(x) and g(y) are different descriptions of the same thing, and hence 
are different descriptions of each other. It is not possible to form a legitimate 2N-dimensional 
representation in L2 by adding y onto x. When applied to the simplest expressions in signal theory, 
this means that it is absolute nonsense to talk about the moment in time when a frequency 
component appears. The mutual spreading often referred to as the uncertainty relation is due to 
nothing more complicated than the definition of the properties involved.

[2] The frame of reference x not only has the same dimensionality as y, but there is a 
pairwise coordinate association such that everything expressible along the i* coordinate in x is 
found only along the corresponding i* coordinate in y. (Remember, this derivation from the 
concept of alternatives directly produced the general N-dimensional Fourier transform. We did not 
have to start, as is conventional practice, from a definition in one-dimension, then try to expand 
upward in dimensionality.)

[3] Each “point” in x is mapped to a special geometric figure spread uniformly over all of 
y, and conversely. This figure has the form of the mapping kernel,

e  i < y, x >

The geometric interpretation of this figure is such that, henceforth, we shall call it a zero curvature 
wave. There is thus not only a point-wave duality between Fourier transform alternatives, but the 
wave is of a special type from hyperplanes of zero curvature.

[4] From considerations of energy, both f(x) and g(y) are complex in N-dimensions, with 
a special combination o f real and imaginary components for each coordinate and with each 
complex pair related by Hilbert transform. The zero curvature wave, in conjunction with the 
forward and inverse transform relations, gives a special geometric property to expressions in terms 
of those paired complex representations in x and y. Along the incoordinate, representations in f(x)



w ill cu rl c lockw ise  w ith  increasing  values o f  x, w hile  rep resen ta tions in  g (y) w ill cu rl coun terc lock ­
w ise w ith increasing  values o f  y. In the special d im ensional form  used fo r signal analysis, w here.

h ( t )  = H (co) e 'mt dco, (60)

the Nyquist plot of H(co) will curl clockwise with increasing frequency, while the Nyquist plot of 
h(t) will curl counterclockwise with increasing time. Furthermore, we must now recognize that the 
tim e response is also complex, having a real part and imaginary part related by Hilbert transform.

A most interesting technical point can be seen by investigating the mapping relation (53f) 
as it relates to the Fourier transform. The Fourier transform must be four-fold cyclic by virtue of 
its zero curvature hyperplane kernel. There are thus four forms into which a representation can be 
m apped  by the Fourier transform,

A quadra tic  kernel, where r is two, corresponds to the simplest quadratic phase “ ch irp” u sed  in 
con tem porary  TDS. The transform using this quadratic kernel is eight-fold cyclic, and y ie ld s the 
form s,

As one continues this process with higher curvature kernels, the number of alternative spaces 
rapidly increases, but the interesting point is that all of them can reach the simple alternatives 
reached by the Fourier transform. A by-product is that we must not only recognize that functional 
forms within an alternative are complex, but that some alternative frames of reference can be 
recognized as complex versions of others. Quite simply, this means that with quadratic and higher 
curvature kernels we can cast a simple expression h(t) into h(it). We can, thus not only have 
complex functions of time but complex functions of complex time.

Since the purpose of this paper is the introduction of the general TDS map, we will not dwell 
further on this newer geometric interpretation of the Fourier transform. Suffice it to say that this 
gives us a much more powerful insight.

f  (x) -»F <y) -» f (-x) -»F  (-y) -» f (x) (61)

f (x) -» g (y) -» f  (ix) -> g (iy) -> f  (-x) -> g (-y)

(62)
-> f (-ix) -»g (-iy) -> f (x)
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SECTION m
IMPLEMENTATION OF THE TRANSFORM

The basic concept underlying TDS is symbolized in Figure 7, Three alternative frames of 
reference are symbolized, referred to as the x-, y-, and z-domains. Each is a valid and complete 
system for the representation of an observable process. For the purpose of this paper, a process will 
be said to be observable if it has finite Lebesgue measure as expressed in terms of the coordinates 
of its particular frame o f reference. As we have seen, this condition leads to a particular form of 
analytic representation for the observable energy density of such a process. An observer 
determines which particular alternative system he will utilize by means o f his choice of frame of 
reference with its coordinates of representation. He may exit to another alternative (in effect, take 
an alternative view) only by means of a map (or transform) which preserves total Lebesgue 
measure. This assures that the total energy of the process, as determined by an observer in the x- 
domain, is the same for every alternative domain which he may choose.

Referring to Figure 7, there may be some property P which is of interest when expressed 
in terms of the x-domain. Unfortunately, there may be some other property Q which overlaps P and 
interferes with an accurate determination of P. If the map 5Wis a dimension-preserving map, such 
as the Fourier transform, it may happen that P', the alternative form of P as expressed in the y- 
domain, is also overlapped by Q', the y-domain alternative to Q. In that event, the best that one may 
be able to do is map from the x-domain to the y-domain, separate (filter) as much of Q' as overlaps 
P', and map the results back to the x-domain to observe the consequent filtered form of P.

It may happen that there is a higher dimensional alternative representation, symbolized here 
as the z-domain, in which the transformed version of P (shown as P") has a much more complete 
separation from the corresponding transformed version o f Q. This (presumed) higher dimensional 
alternative representation may be abstract and unimaginable to a person accustomed to either the 
x-domain or y-domain alternatives. Be that as it may, a filtering process in the z-domain can 
perform the surgical equivalent of resecting the undesired Q" from P". This filtered P" may still 
be unintelligible while expressed in terms of the z-domain alternative frame of reference. It is then 
necessary to map P" back to either of its (lower dimensional) alternative forms, P or P', for a
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presentation that is understandable to those whose frame of reference is x or y. As we shall see, 
time delay spectrometry is a methodology for accomplishing this process of mapping and filtering.

Time delay spectrometry is the name applied to a process consisting of four basic steps. 
First, an excitation signal is applied to a system which is to be analyzed; this signal has the specific 
form of a complex representation whose amplitude is constant and whose phase varies in a 
predetermined manner in accordance with a set of phase parameters. The term “phase” refers to 
the relationship between the two components f(s) and g(s) of the energy descriptor (7) as expressed 
in exponential form. Second, the response of the system (to which the excitation is applied) is 
interpreted in a frame of reference which is uniquely related to the phase parameters; that is, the 
phase parameters of the excitation signal determine the coordinates of this new frame of reference. 
Third, a filtering process is performed in which a desired component o f response is separated in 
this new frame of reference. Fourth, the filtered result is mapped to an appropriate frame of 
reference for interpretation; this may, for example, be the original frame of reference which was 
utilized for system excitation.

The process of TDS is symbolized in Figure 8. An excitation signal exp i<|>(%,x) is applied 
to a system whose impulse response (in terms of coordinates x) is h(x). This elicits a response 
H(^,t), which is mathematically expressed in terms of the convolution integral involving h(x) and 
exp i()>(l;,x). This is a key step to understanding how the concept of TDS is implemented. 
Traditional analysis attempts to maintain the same frame of reference for H(£,t) as for h(x). This 
means that in traditional analysis the convolution integral is summed over all x and presented as 
a representation in terms of coordinate t with parameter Since t and x are of like units, the 
response is often interpreted in terms of an offset t in coordinates x.

It is a special property of the constant amplitude excitation signal that the normal 
convolution integral can be directly interpreted as the special transform used in TDS. Thus the 
system response would be observed as a signal expressed in terms of x to a person whose frame 
of reference was x, and as a signal expressed in terms of £, and t to a person whose frame of reference 
was the higher dimensional % and t. In TDS analysis the response H(£,t) is interpreted in terms of 
a new set of coordinates £, and t.

Suppose there were some component of response P(x) which was of special interest in the 
frame of reference x. This P(x) will take the form P"(^, t) in the higher dimensional response frame 
of reference. (Note that for illustrative purposes the example assumes x to be of lower

h (x)dx

/*)- h (x) HU,0-
P " U , t )

D O M A IN '■s.
\

E X C ITA T IO N  SYSTEM 

| UPWARD M A P  j

RESPONSE FILTER ^  — -

FILTER ------------

i 0(x, £ /t)

DO W NW AR D MAP

Figure 8 Symbolic representation of the TDS process.
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dimensionality than (^,t) but this is not necessary; x may be the same or higher dimensionality than 
(^,t)). There are an infinite number of excitation signals o f different functional dependence <)> that 
one may employ for TDS. The particular excitation signal to use would be one where there is 
maximum separation o f P"(£,,t) from some identifiable interference Q"(£,t) which is mapped 
upward from the interference Q(x). Once filtered, the P"(^,t) may then be mapped down to the 
frame of reference x, as shown in Figure 7. Or it may be mapped to some alternative frame of 
reference if desired. The downward mapping is precisely the converse o f the upward mapping 
process.

Block Diagram Analysis

Figure 7 outlined the abstract process for an overall discussion of TDS, whereas Figure 8 
diagrammed an elementary mathematical interpretation of the process for purposes of spatial 
filtering. Figure 9 is a block diagram of a physical embodiment o f the process which is capable 
of performing several simple acoustic measurements in the time and frequency domains. Although 
there are differences in detail o f implementation, Figure 9 characterizes the presently available 
TDS instruments now being used in architectural acoustics, loudspeaker testing and medical 
ultrasound.

Referring to Figure 7, the implementation of Figure 9 equates time with x, frequency with 
y and a two-dimensional delay plane with z. In terms of Figure 7, M  is the Fourier transform while 
R and S are upward and downward TDS transforms, respectively.

A constant amplitude linear phase rate sweep,

w ( t )  =  e i (a / 2 ) tI (63)

is applied to the network whose impulse response is s(t). This elicits the response, 

r(T) = 1  w (x -t) s (t) dt A w (x) <8> S (T), (64)

where the symbol ®  represents convolution. When we expand this convolution integral, it takes 
the form of the TDS integral.

— t2 
W (t) = e 2 -

SYSTEM
UNDER
TEST

S ( t )

DELAY OF 
T SECONDS

r(r) r ( t - T )

RESPONSE

E X C ITA T IO N

/•
t u ( 0 T )

M ULTIPLY ' (t) • o ( T )

B A N D  PASS 
FILTER

• t  " 1 °  t 2 r o i l  o 
e e *

C O M PLEX C O N JU G A T E  
OF DELAYED E X C ITA T IO N

Figure 9 Implementation of TDS in currently available commercial instrumentation.
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Ir (a,x) = e>W2) (*-*) s (t) d t .
(65)

This integral can also be expressed, in this special case, in the form of a Fourier transform, 

r (a,x) = e1 < ̂  >T* I s ( t ) e1 <8/2 >lV  *a,c 1 dt

= ei(a/2)T2[S(ax)«g) W(ax)] (66)

where S(ax) is the Fourier transform of s(t) and W(ax) is the Fourier transform of w(t). The 
response r(a,x) is a two-parameter function of the sweep parameter a and a delay x. If our interest 
is in obtaining the frequency response S(co) of the network whose impulse response is s(t), it is 
available in this dual-parameter form by mapping from ax to co.

The interpretation to be placed on the parameter x can more clearly be seen by considering 
the case in  w hich a fixed delay of T seconds is experienced by the signal which emerges from the 
netw ork. In this case the response becomes,

r ' ( a , x )  =  w ( t - T )  ®  s ( t - T )  =  r ( a , ( x + T ) )  ( 6 7 )

Thus the parameter x is directly related to time delay in the response of the network. This m eans 
that the two-parameter response has one parameter corresponding to time delay and the other 
parameter corresponding to frequency divided by delay under the relation,

(68)
a x  =  w

Extracting frequency information about this network in the presence of time delay will thus consist 
o f passing the information through a process in which components on the (a,x) domain are accepted 
when their trajectory corresponds to the appropriate frequency relationship. The physical 
embodiment of this process is that of a delay tracking filter whose frequency of acceptance is that 
o f relation (68) and whose frequencies of rejection are those of delay components occurring at 
specified periods prior to and subsequent to the response to be accepted. This delay tracking filter 
can be implemented as shown in Figure 9. The network response is passed through a process which 
first multiplies this response by a complex conjugate sweeping signal w(t) which is delayed by the 
time T. In effect, this produces a frequency translation of the sweeping response signal into a steady 
frequency response. The complex amplitude and phase of this steady response contains the 
network frequency response as a special modulation. All components of the network responses of 
all delays are present as modulation on this multiplier output. The process of extracting the desired 
delay component consists of passing the multiplier signal through a filter which has its own impulse 
response i(t). The output of this filter can be interpreted as the convolution of three terms.
Formally, the time delayed response coming out of the network is,

r  ( a , x - T )  =  e - 1 “ T e > ( a /  2) r 2 [ s ( a x )  ®  W ( a i ) ] .  ( 6 9 )

When multiplied by the delayed and conjugated sweeping excitation, this produces

u ( a , x ) = [  S ( a x )  ®  W ( a x ) ] ,  ( 70)
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which, when passed through the filter with impulse response i(t), results in

o(x) = [i(a,x) 0  W(ax) 0  S(at)J (71)

Under the associated properties of convolution, this results in,

[i(a,x) 0  W(ax)l 0  S(at) = A(ax) 0  S(aT). (72)

What this means, quite simply, is that the desired frequency response S(ax) appears as a 
term which is convolved with a filter of known response. Since both the excitation signal w(t) and 
the filter response i(t) can be accurately determined, there is no distortion of S(ax) which is not 
under the control of the experimenter who wishes to extract S(ax) from interfering signals which 
arrive earlier or later than the component from which S(ax) can be determined.

This is the desired response of this simple time delay spectrometer. A signal w(t) which 
is of constant energy with time dependent phase rate is fed to a network to be analyzed. The signal 
in passing through this network will undergo a spectrum change by S(a x) and suffer a time delay 
T. The signal thus emerging from the network is multiplied by the complex conjugate of the 
original signal delayed by a time T. This product is passed through a narrow bandwidth filter. The 
result is that the output signal is the Fourier transform of the impulse response of that network with 
the delay T. The time domain selectivity producing the apodization of the desired signal, A(a x), 
is performed by the joint action of filter bandwidth and excitation. Signals with an earlier or later 
arrival time than T will be suppressed by A(a x), while signals arriving at time T will be shaped 
(apodized) in a manner producing the best representation of S(a x) consistent with the suppression 
of improper arrival times. In other words, we can choose the network with response i(t) such that 
the desired response S(a x) is apodized in whatever manner we wish.

The foregoing simplified analysis shows how the frequency response of a network of 
known time delay can be extracted from the two-parameter domain (ax). It may also be of interest 
to extract the time response o f all signals which come out of the network, and do so for a selected 
band of frequencies, even though the excitation signal elicits a response for all frequencies. This 
can be accomplished as shown in Figure 10.

In this case, the filter, whose impulse response is i(t), may now be a very broad bandwidth 
filter, or even no filter at all. What we wish to do is sum all terms along the delay parameter x which 
are contained within a defined range of delays. The action of the sweeping excitation signal is to 
produce a response in which time delay appears as a frequency offset, relation (68). This means 
that we can select a particular time delay epoch by selecting the appropriate frequency components 
in the signal of relation (72). Referring to Figure 10, the response A(ax) 0  S(ax) is multiplied by 
a cisoid representing the desired delay epoch Q, and integrated from the beginning of the sweep 
w(t) to its end. The output of the integrator at the end of this period, 0(Q), corresponds to the Fourier 
transform o f the signal A(ax) 0  S(ax)

What is particularly interesting about this time response is that not only is the full analytic 
signal s(t) expressed, with its inphase and quadrature time components in terms of parameters 
(Q/a), but it appears multiplied by an apodization term.

Practical Instruments

Figure 11 shows the block diagrams of two practical methods of instrumenting a time delay 
spectrometer of the special type outlined in the previous section Figure 11a is the implementation
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Figure 10 Extraction of desired signals in TDS system.
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chosen by Bruel and Kjaer in the Model 5842, whereas Figure lib is the implementation chosen by 
Tecron in their Model 10 analyzer, both of which are commercial versions of time delay 
spectrometers now being used in acoustic measurements.

Both of these commercial instruments are practical physical measuring devices which 
produce results that can readily be interpreted by the acoustic experimenter in terms with which 
he is familiar. Both instruments are quite simple to reconcile in terms of the time domain and 
frequency domain measurements which they perform; and without the foregoing abstract it might 
normally be presumed by an experimenter that he understands all there is to know about time delay 
spectrometry solely by knowledge of time domain and frequency domain properties.

By presenting some o f the underlying multi-domain theory of TDS it should now be 
apparent why some o f the practical measurements produced by these instruments are of a type not 
normally considered in acoustic analysis. For example, the time domain response o f a network can 
be displayed by TDS as its traditional impulse response; however, it can also be presented as a 
complex time response, consisting of the traditional impulse response and a conjugate term which 
is the Hilbert transform of the impulse response. The full complex time response, which was 
introduced as the analytic signal by Gabor,4 is a more useful acoustic characterization than the 
simple impulse response since, as we have seen, it relates to energy density and its partitioning into 
the two terms which must exist for causal measurements. Because of the partial confusion already 
existing concerning this particular measurement, a more thorough description of the basis of what 
I have called the energy time curve (ETC) is in order.

Energy-S Curves
In the most general sense, h(s), relation (7), contains all the energy information as a function 

of coordinate s. h(s) is the energy function in terms o f s, and we could call it by that name, but such 
a title is a bit awkward. A more convenient title would be the energy-sfunction, with the acronym 
ESF. The energy function takes on a particularly useful form if its logarithm is displayed as a 
function of s, called the energy-s curve (ESC). The reason I call it a curve, as opposed to function, 
relates to its method of display. When s is the frequency coordinate, we have the EFC and when 
s is the time coordinate, we have the ETC. In those anticipated cases where s is some other 
coordinate(s) we can still use the acronym with whatever coordinate names we choose to use. The 
ESC (which includes the ETC) is a full complex representation consisting o f a logarithmic 
amplitude a (s) and a phase <|>(s) under the relation

h(s) = f  (s) + ig(s) = exp [ a (s) ] • exp i [<J>(s)] ^

In [ h(s) ] = a(s) + i(<»s
We already know the EFC through conventional analysis. The logarithmic amplitude of 

the frequency function is commonly called amplitude, while the phase o f the frequency function 
is simply referred to as its phase. Even with the newer energy interpretation, referring to the 
frequency response as an EFC would, in my opinion, be a needless neologism.

The time response, however, has not had a traditional interpretation as a complex function. 
In that case, the use o f ETC is warranted since there is no available competing terminology.

I must point out that the ETC has both an amplitude component and a phase component. 
Because conventional FFT analyzers, of the type used in present TDS instrumentation, principally 
display the amplitude of the spectrum, the present ETC displays are that of the amplitude 
component, and a number of misinterpretations have already been published in which the ETC was 
considered only to be the amplitude of the analytic signal. This is not so.



Some concern has also been expressed that the analytic signal, which we have shown is an 
energy functional, is noncausal, requiring the use of a Hilbert transform to compute the quadrature 
of the component g(t) from f(t). This point requires some elaboration.

Hilbert Transform in the ESC

The seemingly abstract concept of multiple dimension alternative has led us to a practical 
set of relations. Under linear conditions, no matter what dimensionality of coordinate system we 
might choose, the observation of energy density must have two quadrature related components 
along each coordinate. Furthermore, the relationship between each quadrature pair of components 
will be that of the Hilbert transform.

Consideration of alternative frames of reference allows us to place an interpretation on 
these two components which might otherwise seem mysterious. The Hilbert transform utilizes a 
kernel which extends over the entire range of coordinate. Thus, when applied to the traditional time 
domain, the appearance of a Hilbert transform relationship is often misinterpreted to represent 
some nature of noncausality in the quadrature component. We can understand what is involved by 
returning to the concept of frame of reference. Having set up a frame of reference for observations 
of f(s) we can observe f(s) and only f(s). But the support of f(s), the global distribution in f(s) that 
is required in order for a local value to be what it is, requires a conj ugate entity g(s), which we cannot 
observe in the V(s) frame o f reference.

It is not difficult, therefore, to appreciate the significance of the complex representation in 
the time domain (or in any other domain). At each moment in time there is the equivalent of an 
imbedded total energy content associated with “real” observation. The “real” observation is a one­
dimensional projection of a rotating two-dimensional phasor which carries this embedded total 
content. We, who observe this lower-dimensional “real” projection, are like “Flatlanders” who can 
see a higher-dimensional entity only when it passes through the framework of our lower­
dimensional space, and whose total aspects we can fully discern only when it lies wholly in our 
space and nowhere else. Nor can we tell from a moment’s glance whether what we see represents 
all of this entity or only that fragment caught passing through our lower-dimensional vision. But, 
there are rules governing the higher-dimensional movements of this entity, and if we carefully note 
what we see, moment by moment, we can determine, from everything that has gone before, where 
this entity lies and how large it is. Thus, the fact that an acoustic pressure is at its equilibrium value 
at a moment in time is not sufficient to state that there is no sound at that moment; all we can say 
is that there is no potential energy density at that moment, much as a snapshot of a scene cannot 
tell us whether objects are in motion. In order to determine how much kinetic energy is required 
to present this null pressure value at this moment, we must look at the distribution of sound pressure 
at other moments. If we start from the time domain, we must use the Hilbert transform to compute 
this quadrature component. If we start from some other domain and map to the time domain, the 
quadrature component is automatically available to us since the alternative domain includes all 
time in its representation. In the case of TDS measurements, the finite spread of bandwidth in the 
frequency measurement translates to a finite spread of interval in the alternative time measurement, 
and the analytic signal is smeared to this extent.
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SECTION IV 

SOME PRACTICAL APPLICATIONS OF TDS

No theory, however structured, could be expected to be o f interest to an analyst unless 
practical applications could be made of that theory. In this section I will briefly discuss a number 
of practical applications of TDS which have already been made in the field of acoustics. These 
particular examples are chosen for two reasons. First, they illustrate the use of TDS to solve specific 
problems in acoustics which, in many cases, would be difficult to solve using traditional methods. 
Second, the data which they contain is presented here for the first time and cannot be found 
elsewhere in the literature.

Loudspeaker Response

The measurement of the free field response of a loudspeaker, while that loudspeaker is 
positioned in a room with acoustically reflecting boundaries and with substantial ambient noise, 
represents a microcosm of the difficulties of general transducer measurement. What is said about 
a loudspeaker in such an environment may also be said about sonar projectors in realistic situations.

For the purpose of equivalent freefield measurements, not only must the direct sound from 
loudspeaker to microphone be isolated from interfering wall reflections, but the experimenter may 
be confronted with additional technical difficulties. For example, there may be extraneous acoustic 
signals which interfere with the measurement. Even a good anechoic chamber may not be a quiet 
room. It may even be desired to measure the response of a loudspeaker while that loudspeaker is 
simultaneously reproducing other program material, or, for cross modulation distortion measure­
ments the interfering program may be related to the test signal itself.

The experimenter must also recognize that phase, as well as amplitude, needs to be 
measured in order to characterize the frequency response of the loudspeaker. Thus, the speed of 
propagation of the sound wave and the effective acoustic location of both the loudspeaker and 
measuring microphone must be corrected for air path time delay. Since there is no guarantee that 
a loudspeaker (or, for that matter, a measuring microphone) is of minimum phase characteristic in 
its frequency response, the experimenter must exercise caution in the choice of air path delay for 
a phase response measurement. This problem could be the subject o f a technical paper in its own 
right and will not be further elaborated here, but one aspect of the problem is discussed by Heyser.31

There is the additional consideration that either, or both, of the transducers may be in 
effective motion while the measurement is in process. In a normal static room measurement 
performed in real time this effect may be quite minute, caused principally by thermal gradients and 
wind. But playback from a previous recording which has time base errors, such as analog magnetic 
tape or disk records, may contain such errors; and measurement of a sonar transducer which is 
mounted on a movable platform will certainly contain such errors.

I mention these problems not to discourage experimenters, but to point out that proper 
measurement of a loudspeaker may require more of the experimenter than merely placing the 
microphone in the proper position and pushing a button.

Electroacoustic T ransfer Response

For the past decade this author has been the reviewer of loudspeakers for AUDIO magazine 
and has published TDS measurements of the ETC and of the amplitude and phase response, 
corrected for air path time delay, of those loudspeakers. Those measurements could, with 
appropriate facilities, be duplicated by testing modalities other than TDS. However, there are

TIMP n p i AV QPFP.TRHM FTRV



classes of measurement which are rather uniquely handled by TDS. One of these will now be
discussed.

The electroacoustic transfer response of a loudspeaker may be defined as the ratio o f direct, 
first path sound pressure level that is produced by an electrical signal applied to the driving point 
terminals of that loudspeaker. In most cases the electrical signal is characterized in terms of voltage 
applied to the terminals. One aspect of this transfer response is the so-called frequency response, 
in which sound pressure is measured as a function of frequency for an equivalent constant 
amplitude sine wave voltage.

With the advent of relatively inexpensive Fast Fourier Transform (FFT) instrumentation, 
it has become common practice to apply linear theory concepts to the measurement of the frequency 
response of a loudspeaker. In linear theory, frequency response may be obtained as the Fourier 
transform of impulse response. A short duration stimulus is used to excite a broad spectrum of 
frequencies. The Fourier transform of the time domain response of this stimulus is corrected for 
the spectrum of that applied stimulus and used to obtain the frequency response of the loudspeaker. 
Problems arise when the loudspeaker is nonlinear.

A type of nonlinearity which can lead to an incorrect frequency response measurement with 
this technique is illustrated in the measurement results of Figure 12. An increment of, say, one 
decibel in voltage should produce precisely one decibel increment in sound pressure level. In this 
example, a high quality three-way loudspeaker system has been tested at four different constant 
amplitude sweep voltage levels. These levels correspond to 10 milliwatts, 1 watt, and 10 watt 
average power into a constant resistance of 8 ohms. The free field frequency response at the lowest 
power level, 10 milliwatts, was digitally recorded and used as areference for the free field response 
at the three higher levels.

The measurement of Figure 12 is not the frequency response of the loudspeaker, but the 
change in frequency response caused by an increase in drive level. Three measurements are shown, 
corresponding to the response,

Q , „ „ « D )  =  M  F p f i t  
P Fio(co)

where F10 (co) is the frequency at 10 milliwatts, and Fp (go) is the frequency response at P- 
milliwatts.

DRIVE POWER

10 WATT

1 WATT

0.1  WATT

levels referenced to
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Figure 12 Loudspeaker test results at three different average power 
their response at the 10 milliwatt level.
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If the loudspeaker were perfectly linear, then Qp/10(co) would be unity. Figure 12 is a plot 
of Q for 10 watts, 1 watt and 100 milliwatts drive; each presented relative to its own unity reference 
of 0 dB. The scale factor is 0.5 dB per division. Bit level quantization for these measurements 
corresponds to 0.09 dB per bit, and the lowest level fluctuations are caused by room background 
noise in the reference measurement which was made at 10 milliwatts drive level. The reference 
SPL is approximately 75 dB relative to 20 micropascals and the sweep rate is 19 kHz per second. 
The loudspeaker was allowed to come to near thermal equilibrium at the room temperature of 22 
degrees Celsius and then a single sweep was made at the test level. Even though this particular 
loudspeaker is rated for safe continuous drive in excess o f 10 watts, this method assures a minimum 
effect due to transducer temperature rise since none o f the three drivers receives more than 5 watt- 
seconds at the highest test level. In other words, the effects which this test reveals are not thermal 
and are highly repeatable. Furthermore, this particular loudspeaker system was not selected for its 
nonlinear properties, but was chosen at random and represents a commonly encountered problem.

Curve A shows a response degradation even at 100 milliwatts. In this case the sound 
pressure level is approximately 0,15 dB below the level it should have.

Curve B shows a substantial change due to an increase to 1 watt drive level. Average sound 
pressure level is about 0.25 dB below its expected level and there is a peak-to-peak excursion of 
nearly 1.5 dB relative to perfection. Curve C, taken at 10 watts, continues this trend with a peak- 
to-peak excursion o f 2.25 dB. The change in response due to the midrange driver can clearly be 
seen in the 2 kHz to 9 kHz range, while the tweeter characteristics show up in the 9 kHz to 20 kHz 
range.

The tracking filter of TDS allows us to measure the 10 watt response o f this loudspeaker 
at each value of frequency while other parts of the spectrum are at far lower power levels. It is what 
one would get for each frequency if a 7 millisecond duration Gaussian shaped packet of single 
frequency sine wave was to be applied for a single measurement.

It should be clear that it would be most difficult to certify the frequency response of this 
particular loudspeaker system for any applied voltage whose peak to average ratio was greatly in 
excess of unity.

The foregoing TDS power-difference measurement technique can be quite valuable in 
situations when both amplitude and frequency dependent nonlinearities are in evidence, such as 
some cases of cone rub and certain hysteretic nonlinearities that give rise to an acoustic response 
which has been called “cone cry”. When substantial transfer nonlinearities are known to be present 
in an acoustic process, such as those o f relaxation and adiabatic nonlinearity in the medium, then 
it would also seem reasonable to exercise caution in the application of testing methodologies based 
upon linear theory.

Microphone Response

Acoustic measuring situations will often require the use of an intervening material, such as 
microphone windscreen, or involve adjacent physical objects which can interfere with an otherwise 
open field measurement. TDS can be used to measure the acoustic effect on a microphone 
measurement in such situations, even though the intent may be the study of naturally generated 
sounds. Furthermore, the very high processing gain (high time-bandwidth product) o f TDS can 
allow such measurements to take place even in open air situations involving substantial ambient 
noise.

A loudspeaker can be used as a coherent sound source. This is placed a small distance from 
the microphone to be tested and in the direction for which the acoustic correction is to be 
determined. The loudspeaker does not have to be of high quality.

Two TDS measurements should then be performed; one with the object whose effect is to
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be determined, in place, and the second with the object either removed or displaced in an 
appropriate manner, depending upon the type of interference. The incremental change between 
these two measurements can then be used to determine the acoustic effect.

If the object is a windscreen through which the sound must pass in order to reach the 
microphone, then a simple difference measurement is all that is required. In effect, the acoustic
transfer function of the windscreen is in cascade with the acoustic transfer function of the
loudspeaker and microphone. If L (to) is the frequency transfer function of the loudspeaker, W 
(co) the windscreen transfer function, and M (co) the microphone transfer function, then a 
measurement with the windscreen in place produces a response Oj(to) of,

Oi(co) = L(co) • W(co) • M(co) (74)

Removing the windscreen produces,

02(00) = L(co) M(co) (75)

The desired information is obtained as the quotient

OifcoVoj (<B) = L(co) ■ W(<o) ■ M(<d) /  [L(co) • M(©)] = W(co) (76)

If the measurements are expressed in conventional logarithmic form, decibels (or nepers) for 
amplitude and degrees (or radians) for angle, then the attenuation in dB of the windscreen is the 
difference between the dB responses of the two measurements. A similar calculation will give the 
value for angle.

As an example of this procedure, Figures 13,14, and 15 show the steps used to determine 
the acoustic effect of the protective grid on the frequency response of a laboratory microphone. The 
protective grid of a Bruel and Kjaer condenser microphone capsule, type 4163, was removed. A 
three-way consumer-produced “hi-fi” loudspeaker system was then placed at normal incidence 
angle with respect to the microphone diaphragm and 1.25 meters distant. Figure 13 is the TDS 
amplitude measurement of the direct sound from that loudspeaker with the microphone protective 
grid removed. It should be noted that the frequency response of the test loudspeaker is quite 
irregular; this is of no consequence, so long as the test loudspeaker can produce sound of sufficient 
intensity at all frequencies of interest.

Next, the protective grid was replaced on the condenser microphone and a second 
loudspeaker measurement was performed. The difference in the amplitude of these measurements 
is the amplitude response change caused by the grid. Figure 14 is this measured change caused by 
the protective grid. The data of Figure 14 is the actual unsmoothed difference measurement and 
is in good agreement with the curves published by Bruel and Kjaer for the correction to be applied 
due to the protective grid at this incident angle. Figure 15 is the change in phase response caused 
by the protective grid.

Another class of interference in an acoustic measurement situation occurs when a nearby 
object reflects sound back toward the measuring microphone. The simple post-demodulation 
subtraction process, the “difference of the dB’s”, of the previous example cannot be used. Instead, 
a vector difference procedure should be used which can be characterized as the “dB of the 
difference”. In this case the response due to the loudspeaker, microphone and reflecting object,
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Figure 13 Reference response of loudspeaker - microphone combination with protective 
grid of microphone removed.
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Figure 14 Measured change in amplitude response caused by microphone grid.
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Measured change in phase response caused by microphone grid.

241



with frequency response R( co) is the summation of direct and reflected sound which can be written
as,

O i (co ) =  L ( c o )  [ 1 +  R ( c o ) ]  •  M ( c o )  ( 7 7 )

A first measurement is made with the reflecting object in place. Then the object is removed 
and a new measurement made, producing,

02 (co) = L(co) • M(co) (78)

A vector difference of these two measurements produces,

03(G)) = Oi(co) - 02(co) = L(co) • R(co) • M(co)

Figure 16 is a TDS measurement of such a situation. In this case a half-inch laboratory 
condenser microphone was being used in conjunction with a ribbon velocity microphone, type 
RCA 44BX, to measure both pressure and pressure gradient of a sound source. The ribbon 
microphone was placed adjacent to the condenser microphone such that the condenser diaphragm 
and ribbon lay in a plane normal to the direction o f the sound source to be measured. The bulkier 
external windscreen of the ribbon microphone was spaced 5 cm from the frame of the condenser 
capsule. Due to the substantial size o f this ribbon microphone and its close proximity to the 
condenser microphone, there was some concern about the validity of the pressure measurement. 
The question was: how much sound was being reflected off the windscreen o f the ribbon 
microphone and picked up by the pressure microphone?

The upper curve of Figure 16 is the pressure response measurement of a test loudspeaker 
when the ribbon microphone was in place. The vector TDS signal, before being demodulated for 
amplitude or phase, was digitized and stored in memory. Then a second measurement was made 
with the same setup and the two vector signals were subtracted then demodulated. As expected, 
the result was null; the two signals precisely cancelled in both amplitude and phase. This second 
measurement was a verification test, to assure the stability of the test situation. Then the ribbon 
microphone was removed and a third measurement taken. The first and third measurements now

100 IK  10K 20K

FR EQ UEN CY, Hz

Figure 16 Vector difference measurements showing effects of reflections from a ribbon 
microphone.
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did not cancel precisely since the vector signal components, due to the reflections off the ribbon 
microphone, were absent in the third measurement. The lower curve in Figure 16 is the 
demodulated amplitude response o f the vector difference between the first and third measurement. 
The upper curve corresponds to the measurement Oj(o)), while the lower curve corresponds to 
03(co). The difference between these two curves, R(co) represents the amount of sound being 
scattered from the ribbon microphone and picked up by the pressure microphone.

As a practical matter, it must be pointed out that this vector difference technique is 
exceedingly sensitive to small changes between two successive measurements. For example, if 
two measurement situations are geometrically identical, but the second measurement differs from 
the first by 0.1 dB, then the vector difference will not be null, but will lie 39 dB below the first 
measurement. If, on the other hand, the two measurements are identical in amplitude, but differ 
in arrival time, then the vector difference will assume a frequency dependence of the form,

I R(co) | = 2 1 sin (7t T f) |, gQ

where T is the difference in arrival time and f  is frequency in Hertz. For example, an acoustic 
measurement with a 1 microsecond difference in arrival time produces a signal that lies only 18 dB 
below the undifferenced signals at 20 kHz, and 44 dB below at 1 kHz.

The vector difference technique is essentially an interferometric measurement that can 
process selected signals and exclude earlier or later arrivals. With a processed signal-to-noise ratio 
of 60 dB, which is commonly achieved in normal measurement situations, the vector difference of 
two signals at 10 kHz will be 7 dB above background level for a time difference of 32 nanoseconds. 
This corresponds to an equivalent spatial offset of 11 micrometers at the speed of sound in air. This 
technique, with micrometer drive on a microphone and fixed sound source, can be used to measure 
the speed o f sound in a given measurement situation if desired.

Underwater Sound Measurements

An experimental towed acoustic sounder, capable of deep submergence, was assembled by 
the Jet Propulsion Laboratory of the California Institute of Technology (JPL) and used in a series 
of successful deep water cruises in the years 1977-1979. Figure 17 is a photograph of this “fish”.

The assembled “fish” is approximately 2.5 meters in length. Low voltage sweep signals 
are passed from the TDS system in the surface tow ship through a multiconductor tow cable to a 
linear power amplifier on the “fish”. The amplifier signals are acoustically projected from a 
flooded ring crystal transducer mounted forward of the circular tail fin. The useful frequency range 
of this transmitted signal, over which sound pressure level is essentially uniform, extends from 1.5 
to 4.5 kHz. The polar pattern of projected sound is toroidal, with the axis o f minimum response 
aligned along the axis of the “fish”.

A six-element hydrophone assembly, having nearly the same polar acceptance response as 
that of the projector, is housed in the section immediately aft of the nose. Signals intercepted by 
the hydrophone are amplified within the “fish” and passed back up another pair of wires contained 
in the tow cable.

There are several features which set this JPL “fish” apart from more conventional towed 
sounders and which are a direct consequence of its use of TDS. First, since TDS is essentially a 
spread spectrum methodology, the projector and hydrophone have as wide a frequency bandwidth 
as possible. Second, the directivity patterns of both projector and hydrophone are deliberately 
made as broad as possible in the direction of the objects to be imaged and measured. Third, since 
a very high time-bandwidth product signal is utilized, the vehicle is designed to receive low level 
acoustic reflection signals during the same time that the transmitter is operating, Fourth, all aspects 
of signal processing are maintained in a linear mode with no attempt made for time-variable gain,

TIME DELAY SPECTROMETRY 243



limiting, or other aspects of more conventional pulsed sonar systems.
This “fish” is specifically designed to use TDS and was intended to obtain backscatter 

frequency spectrum properties of the bottom and subbottom. In order to obtain stable acoustic 
directional properties, independent of pitch angle or yaw of the vehicle, the received signal was 
mapped within the TDS processing so as to utilize vehicle forward motion, in conjunction with the 
associated Doppler frequency shifts of received signals, to produce electronic beam forming. That 
is, the phase coherent transmitted signal, which is used as a reference for mapping the received 
signal, can be time delayed and corrected for the spectrum shift corresponding to a particular 
Doppler offset. For the material reported in this paper, a zero Doppler component was utilized, 
corresponding to a maximum response abeam of vehicle translation. For simple scatterers, the 
beam angle, formed by this process, is inversely proportional to the product of the speed of 
translation and the time-bandwidth product of the signal that is received. At a tow speed of 7 knots 
(3.5 m/s) and the JPL time-bandwidth product of 1000, the theoretical 3 dB half angle produced 
by this process is 11 degrees. The processed data from these cruises is in agreement with this theory.

Attenuation of Compression Waves in Sediment

The case where a uniform sediment layer lies over an acoustically stiffer medium can be 
modelled, as shown in Figure 18. It is assumed that ocean bottom sediment lies at a thickness of 
d3 above a much stiffer acoustic reflecting boundary. A projector and hydrophone assembly, shown 
as T, is towed a distance dj above the sediment and d2 beneath the air-water interface. If T insonates 
the water, then the first order reflections are as shown in Figure 18a. The anticipated magnitude 
EFC for the reflected signals is shown in Figure 18b for the case where spherical spreading loss and 
frequency dependent seawater attenuation has been removed. The air-water interface is to be used
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Figure 17 Photograph of an experimental towed acoustic sounder.
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as the reference for reflected intensity measurements under the condition where T radiates as much 
sound upward as downward toward the ocean floor.

The air-water reflection coefficient is essentially constant with frequency in the range of 
frequencies used for these experiments and is considered to be the reference of 0 dB on the vertical 
logarithmic scale of Figure 18b. Similarly, the reflection coefficient R, of a smooth ocean sediment 
interface, shown as curve A, is independent o f frequency and lies below that of the air-water 
interface. The value of Rj can be directly determined at location T by comparing the ratio of 
reflected sound received from the first echo off the sediment to that of the first echo received off

(a)

FREQ UENCY, Hz

(b)

Figure 18 (a) First order underwater reflections, (b) Schematic attenuation versus fre­
quency curve for reflected signals.
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the air-water interface, after removing the known attenuation properties due to spherical spreading 
of the sound wave and attenuation rate due to absorption in seawater. In the case where the projector 
and hydrophone operate only in frequency range from F, to F2, the reflection at other frequencies 
can be extrapolated as projections of this linear dependence beyond F, and F2 This is shown by the 
dashed lines.

If the sediment is essentially homogeneous and overlies a much harder subbottom, then the 
anticipated frequency dependence of reflected intensity in the homogeneous sediment, due to 
absorption, will follow a logarithmic decrement that is of constant decibels per kilohertz per meter 
of sediment path length. The value of the reflection coefficient R2 can be determined by the zero 
frequency intercept of B, whereas the attenuation ratio (alpha) is determined from the slope of B.

Figure 19 is a TDS measurement of this type of subbottom measurement made in a region 
known as KAY AK TROUGH in the Gulf of Alaska. The data of the Figure 19 are the TDS filtered 
responses corresponding to curve B of Figure 18b. Five sequential measurements, each of one- 
third-second duration, and repeated on four-second intervals, is shown. Spherical spreading loss 
has been removed, but no other correction or smoothing has been applied in this display. The fall- 
off of response below 1.8 kHz and above 4.3 kHz is due to the deliberately restricted frequency 
response of the JPL “fish”. Of engineering significance is the fact that these measurements were 
made “on the fly”. Due to approaching storms, a plan for acquiring detailed acoustic soundings 
at each of several ocean bottom coring stations had to be abandoned. Instead, the ship could only 
remain on station for a time long enough to acquire the physical cores and then move to the next 
station some distance away. The “fish” was left in the water but could only acquire data while the 
ship was in motion, due to its designed towing ballistics. The measurements of Figure 19 were 
taken in relatively rough seas of seastate 5 at a speed of approximately 7 knots.

Figure 20 shows the computed attenuation versus frequency obtained from those measure­
ments. Curves labelled 1, 2 and 3 were obtained for KAYAK TROUGH, with sediment depths 
ranging from 30 to 40 meters, while curve 4 was obtained from a region known as the COPPER 
RIVER DELTA in the Gulf of Alaska. The computed reflection coefficient for KAYAK 
TROUGH obtained from this TDS data is 0.138, which, according to Hamilton,32,33 places it in a 
category of clayey silt, silty clay. The data of Figure 20 show good agreement with published 
results for this class of sediment but, interestingly, fill in a gap in the 2 to 4 kHz of published data.

Bottom and Subbottom Imaging in the Gulf of Alaska

TDS ETC measurements of the ocean bottom were simultaneously obtained with the EFC 
measurements. The magnitude ETC was corrected for spherical spreading loss and plotted as a 
function of reflection time (for range measurements). Figure 21 is a sample taken of such a bottom 
and subbottom plot in the Gulf of Alaska. Again, the region was KAY AK TROUGH, but this time 
the bottom is severely jumbled due to slumping from prior seismic activity. Figure 21 shows this 
effect, with tilted subsurface layers in evidence. Again, this data was acquired while the ship was 
in transit under moderately rough seas.

Figure 21 is a traditional bottom image of depth versus horizontal position. All data were 
recorded on magnetic tape and could be later reduced in a laboratory environment. Figures 22 and 
23 show such a data reduction. The single line in Figure 22 represents a TDS sweep at one ship 
position. This particular sweep occurred at 21:17:30 Z. Figure 22 shows an expanded 500 point 
image of the ETC of 21:17:30 Z. For data reduction purposes the TDS data were sampled with a 
window corresponding to 37.5 meters (at 1500 m/s sound speed) and commencing approximately 
25 meters above the bottom. The first few meters show a distinct double response, as though there 
were two layers.

Figure 23 is an expanded plot of the first meter of sound penetration shown in Figure 22.
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FREQUENCY

Figure 19 TDS measurements of the subbottom in the Kayak Trough in the Gulf of 
Alaska.

FREQ UENCY, kHz

Figure 20 Computed attenuation versus frequency data for the Kayak Trough and for the 
Copper River Delta.
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Figure 21 ETC of bottom and subbottom measurements of the Kayak Trough.

RELATIVE R A N G E , METERS

Figure 22 Typical TDS sweep measurements at one ship position.

Figure 23

112.5 150 187.5

RELATIVE R A N G E , CENTIMETERS

Expanded plot of the First 1.875 - meters of sound penetration.
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The double layer response is now clearly in evidence. The limiting resolution of this particular TDS 
system for soft sediment sound speeds o f 1500 meters/sec is approximately 25 cm, due to the 3 kHz 
bandwidth. This resolution is closely approached in this data which was taken from a towed “fish” 
at a translational speed of 3.5 meters/sec and flying 274 meters above the ocean bottom. The 
advantage of synthetic beam forming is clearly in evidence.

Imaging the San Andreas Fault

It has been pointed out in Section I that the complex h(s), relation (7), is an energy 
functional. This energy functional expresses energy density and its partitioning in terms of frame 
of reference s. The plot of the logarithm of this energy functional is what I have referred to as the 
energy curve. When acoustic soundings are taken of the ocean bottom and subbottom, the 
magnitude of this energy curve can be used to image submerged structures in terms of the amount 
of acoustic energy which they reflect back toward the receiver.

Traditional acoustic imaging depends upon the backscatter of energy that occurs when the 
elastic wave encounters a change in acoustic impedance, usually at the boundary of two different 
materials. Edges are thus clearly outlined, while the bulk scatter from regions on either side of the 
boundary are seldom imaged. There are situations, however, where interest lies in the nature of 
volumetric or bulk backscatter of energy as the elastic wave passes through a nearly homogeneous 
structure. In that case, the full energy functional can be of value.

In March 1979, a set of TDS measurements were taken of the bottom and subbottom trace 
of the San Andreas Fault in the waters off Cape Mendocino, California. One of the most famous 
geologic fault structures in the world, the San Andreas Fault cuts northward through southern and 
central California and passes into the Pacific Ocean near San Francisco. There it continues its 
northward course along the ocean bottom to a place west of Cape Mendocino, then arcs toward the 
west into much deeper ocean waters.

The soft sedimentary nature o f the ocean bottom immediately north of San Francisco, 
together with a shallow depth that is o f the order of a wavelength of long rolling surface waves, 
creates a situation in which the ocean bottom trace of this fault is smoothed and in some places 
obliterated by scrubbing action of bottom currents. The intent of the JPL’s TDS measurement, 
taken under the sponsorship of the National Oceanic and Atmospheric Administration, was to 
determine whether the fault could be discerned by means of subbottom sediment disturbances.

Figure 24 is one example of San Andreas Fault data which was acquired on this cruise. The 
fault line is clearly evident as the transition in acoustic reflection for sediment lying immediately 
beneath the surface, as well as for a sediment layer lying 30 meters beneath the surface. The fault 
trace is indicated by the arrows in this figure.

The image of Figure 24 is a vertical slice taken for a path which crossed normal to the San 
Andreas Fault. The ocean bottom is the dark trace at the top of the image, with the light portion 
above this being water. The vertical scale has been expanded to a factor of nearly 100 times the 
horizontal scale. The coast of California lies some 30 km to the right o f this image.

In this particular location the fault has split into two nearly parallel structures. Arrow A 
shows a trace which is distinguished by severe disturbance of the entire sediment layer, while 
Arrow B shows a more dramatic trace which involves a complete discontinuity of subbottom 
sediment, indicating perhaps a substantial lateral displacement of the material on either side of this 
particular trace.

There were a number of imaging pulse sonar transducers mounted in the hull of the 
oceanographic tow ship. These did not see this subbottom disturbance in sediment which was 
caused by the San Andreas Fault. The energy-time curve, however, could distinguish the bulk 
properties o f backscattered sound since it measured the average energy of reflection. The data of
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Figure 24 are corrected for spherical spreading loss and the image has been contrast enhanced to 
show the small change in subbottom acoustic backscatter. The slight line at 37.5 meter sediment 
depth is an artifact caused by the FFT from which this image was processed.

Synthetic Aperture Imaging

The TDS system used for ocean bottom and subbottom measurements utilizes a sweeper 
whose phase, as well as phase rate, is under digital control. A high stability clock is counted down 
and used as control for all sweep functions, including start time and programmable time delay. 
Since the clock data was recorded along with the projector sweep and hydrophone signal returns, 
it should be possible to utilize this fully phase-coherent set of spatial returns to form a wide-base 
synthetic aperture image.

Figure 24 Imaging of a portion of the San Andreas fault.
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The Doppler beam forming technique, which produced the results of Figure 21, is 
essentially a narrow-base synthetic aperture methodology whose base width is equal to the distance 
travelled by the “fish” during the duration of sweep. This base width is o f the order of one meter 
for speeds of 3.5 meters per second and a sweep duration o f one-third second. The corresponding 
half-angle resolution is slightly less than 0.25 radians for the 3 kHz bandwidth.

It should be possible to increase this base width through the coherent processing of a large 
number of successive TDS sweeps. In order to check this hypothesis, analysis was performed on 
a deep ocean data set which was taken off Monterey, California, in 1977. The Monterey test was 
performed in waters whose depth is in excess of 1000 meters, and the JPL “fish” was towed at a 
distance of 200 meters beneath the air-water interface. This means that the underside of the sea 
surface, as “seen” by the “fish”, is at a sufficient distance to present a good test object for synthetic 
aperture analysis. The ocean bottom is also far enough away to prevent interference in such an 
experiment.

The underside o f the sea surface provides a good test object to demonstrate synthetic 
aperture for two reasons. First, there is no possibility of imaging anything but the surface; 
“subsurface” penetration artifacts will not exist in the data for the air-water interface. Second, at 
the frequencies used, sound reflections are essentially specular in nature. The seas were moderate, 
with large rolling waves and few breaking crests.

Figure 25 is a digital diffraction pattern (hologram) made by mixing the TDS hydrophone 
received signal with a steady tone coherently derived from the clock which generated the sweep. 
The sweep extended from 1.5 to 4.5 kHz, and by multiplying the received data against 3.0 kHz, a 
diffraction pattern was generated whose fringes extended 1.5 kHz on either side of “zero beat”. 
This pattern is compatible with the optical processor used by JPL to demodulate the Seasat 
Synthetic Aperture Radar image data. Figure 25 is a photographic record made from the digital 
processing of successive returns for approximately 8 minutes of translation. The horizontal 
displacement of Figure 25 corresponds to about 1.7 km of ship travel.

Figure 26 is the demodulated image produced by the JPL optical correlator from the data

Figure 25 Digital diffraction pattern produced by mixing hydrophone-received signal with 
a steady coherent tone.

Figure 26 Demodulated image produced by an optical correlator from the data of Figure 25.



of Figure 25. The nature o f this reconstructed image is in good agreement with the anticipated 
synthetic aperture that could be expected from such rolling seas. Since no left-right distinction was 
made in the recorded data, both sides of the sea are folded together to produce imaging on either 
side of nadir. The aspect ratio of the synthetic aperture image is such that the vertical distance 
(azimuth) is expanded 3.5 times relative to the along-track distance. Slow variations in azimuth 
are due to changes in the depth of the “fish” caused by variations in the speed of the surface tow 
ship.

Second Harmonic Emission from Insonified Bubbles

The integral transform of relation (37) is capable of handling certain nonlinear situations. 
In particular, if a nonlinear system introduces a one-to-many mapping of an excitation into a 
response, it is often possible to isolate individual components of that multiple response through 
appropriate filter procedures and then map the resultant back to the excitation frame of reference. 
One such nonlinearity occurs when the system introduces responses which can be interpreted as 
harmonic multiples of the applied frequency spectrum.

This is the case when fluid immersed gas bubbles are insonified at their frequency of elastic 
resonance within that fluid. Both the absorption at fundamental frequencies at resonance and the 
second harmonic spectrum of backscatter sound from air bubbles in fluid have been measured by 
TDS methods. Using the technique of Miller and Nyborg,34 air was trapped in the pores of 
immersed hydrophobic filter membranes to produce stable bubbles whose diameters lay in the 3 
to 4 micrometer range. The membrane was insonified with a wideband transmitting crystal driven 
from a linear amplifier, and the backscattered sound was received by a second wideband ultrasound 
crystal. Transmission in the 0.5 to 10 MHz range was accomplished by a digitally controlled 
sweeping generator operating at a rate of 500 MHz per second.

Figure 27 is a measurement of bubble resonance in whole blood using this technique. Curve 
A is the measured frequency spectrum of the fundamental component of an ultrasound signal 
reflected from a uniform plane surface. Curve B is the resultant frequency component of reflection 
which was obtained when the membrane was placed in front of the reflecting surface. According 
to theory, resonating bubbles should cause substantial absorption of sound at their frequency of 
resonance. This effect is clearly in evidence in the fact that frequencies near the computed 
resonance frequency range of 1.2 to 1.6 MHz are substantially removed from the sound which 
passes through the membrane. This absorption phenomenon was experimentally determined to be 
independent of the angle of incidence between the ultrasound beam and the plane of the membrane, 
in accordance with theory. A fact which makes this measurement of significance is that it clearly 
shows that bubble acoustic resonance absorption exists in whole blood. These data are due to 
Rooney and Heyser. 35

Similar experiments, in which the reflection of sound from the membrane was measured, 
verified that the resonating bubbles have a very high acoustic scatter cross section at their resonance 
frequency.36 However, this fact cannot be used as a unique basis for detecting bubbles in fluids 
which contain other particulate material, such as whole blood, since this particulate material will 
also reflect energy at the fundamental frequency of an insonifying ultrasound beam.

Because of nonlinear resonance properties, bubbles have a unique backscatter property that 
might be used to distinguish them from competing ultrasound scatterers. Bubbles produce a second 
harmonic emission which is dependent in a specific way upon the energy of insonification.37 In 
order to detect this emission, the TDS equipment was modified in its receive demodulation 
circuitry. Second harmonic reflection of energy was detected by a tracking receiver whose sweep
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program was driven synchronously with the transmitting program, but with a tracking rate of 1 GHz 
per second and a delay offset corresponding to the arrival time of backscattered sound from the 
membrane.

Figures 28 and 29 are frequency spectra obtained using this modified apparatus. Figure 28 
is the spectrum of energy reflected as a fundamental component from a membrane containing 
bubbles which should resonate around 1.25 Hz. A narrower bandwidth crystal was used in this 
experiment in order to concentrate the energy around the frequency o f bubble resonance.

Figure 29 is the measured second harmonic reflection from the bubbles within the 
membrane; the membrane itself having been verified to be an object which does not create 
measurable second harmonic distortion and backscatter. Both Figures 28 and 29 are oscilloscope 
images obtained from a time delay spectrometer and the horizontal axis of Figure 29 has been 
corrected such that the second harmonic component will appear at the same horizontal position on 
the screen as that of the corresponding fundamental measurement. The vertical scale in Figures 
28 and 29 is relative amplitude in decibels, with a full scale deflection o f 40 decibels. The display 
gain of the second harmonic component is increased 20 dB relative to that o f the fundamental 
component in order to display both on the same screen display. The second harmonic from the 
bubbles lies approximately 30 dB below the fundamental component, which is principally due to 
the membrane in which the bubbles are immersed.

Selected combinations of transmission and reception sweep rate established that the 
observed second harmonic signal was due to resonance o f bubbles and not due to incidental 
transmitter or receiver distortion components.

Figure 30 is an ETC of reflected fundamental energy. The membrane was physically placed 
22 cm away from the transmitting and receiving transducers. Vertical scale factor is 10 dB per 
division, corresponding to 60 dB full scale. The peak at 22 cm corresponds to the first reflection 
from the membrane, with subsequent sound scattering from the structure supporting the membrane 
for these measurements. The signals centered around 18 cm are scattered sound from supporting 
structures. The small signal at 23.5 cm is the reflection from the rear wall of the tank.

Figure 31 is an ETC of the second harmonic reflection at precisely the same scale as the 
fundamental of Figure 30. All reflecting objects have disappeared except a cluster of energy 
emanating from a location known to be occupied by the bubbles. The membrane, its supporting 
structure, and the rear wall of the tank are all gone from the second harmonic measurement, as 
anticipated. The second harmonic emission from the bubbles is 45 dB above the baseline noise in 
this measurement.

Second harmonic emission from bubbles is a quadratic function of the insonifying level.31 
Figure 32 shows the relative amplitude of detected second harmonic ETC energy as a function of 
voltage applied to the transmitting crystal. The measured data are in excellent agreement with 
theory and each 5 decibel increase of fundamental excitation closely produces a 10 decibel increase 
in detected second harmonic emission up to the maximum test level which could be obtained from 
the linear power amplifier used for this test.

Ultrasound Imaging

TDS has been utilized in a successful and ongoing program of medical ultrasound 
measurements at JPL since 1971. One aspect of this work which has not been published in the 
literature relates to the use of the full ETC for the purpose of transmission ultrasound imaging of i 
tissue. One example of this early imaging work will now be presented.

Figures 33 and 34 are transmission ultrasound images o f a one centimeter thick section of
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Figure 33 Transmission image of the amplitude of the first-sound ETC for a 
one-centimeter thick, formalin-fixed brain section.

Figure 34 Transmission image of the amplitude o f the first-sound ETC for a 
one-centimeter thick, formalin-fixed brain section.
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formalin fixed brain. These images were obtained with the use of two opposing ultrasound crystals. 
The ultrasound crystals were simple unbacked barium titanate discs, 5 mm in diameter and with 
natural resonance frequencies of 2.5 MHz. One crystal was used for transmission o f ultrasound 
energy and the other used for reception These crystals were heavily loaded with a coat of epoxy 
in order to broaden their resonance properties as required for the spread spectrum signals of TDS.

The coated crystals were rigidly mounted on an inverted U- shaped yoke assembly which 
placed them 20 cm apart and aligned their axes of maximum ultrasound sensitivity. This yoke was 
itself rigidly fixed to the pen carriage of an X-Y chart recorder drive-oriented for vertical/lateral 
motion above a water tank which contained the specimen to be scanned.

The images were taken with a sweep frequency bandwidth o f 1 MHz and with the system 
operating between 2 and 3 MHz. That component of the ETC corresponding to the first 
microsecond of sound which passed through the specimen was demodulated for amplitude and 
phase. The demodulated signal was then used to modulate the intensity of a Tektronix Model 603 
monitor, whose spot position was synchronously driven by the same scanning signals which were 
used to drive the mechanical yoke assembly.

Figure 33 is the transmission image of the amplitude of the first-sound ETC, while Figure 
34 is the corresponding phase image. Since the screen size of the Model 603 monitor could not 
accommodate the full 125 mm width of the specimen, and since it was desired to display the image 
at full scale, it was necessary to reposition the scanner for separate measurements for each complete 
image. These four measurements were overlaid to present the full images shown in Figures 33 and 
34. Screen reticle marks accurately correspond to 1 cm lateral and vertical displacement. Apparent 
lack of registry in the composite reticles is due to imprecise repositioning of the specimen for 
separate measurements.

These images were taken as part of an analysis relating to the ultrasound detection of a class 
of brain tumor known as glioblastoma. Two such tumors reside in the lower right quadrant of these 
images and the result of this analysis was reported in the literature,16 although these particular 
images, and many more such images, have not heretofore been published.

The features which are of interest in this present discussion o f TDS relate to the nature of 
image information which can be obtained from the full ETC, amplitude and phase. It must be 
emphasized that Figure 34 is not a plot of the phase angle of an ultrasound carrier which passes 
through the object being imaged; it is a plot of the phase of the energy-time curve corresponding 
to a particular moment of arrival of ultrasound energy at the receiving crystal. The ultrasound TDS 
signal was coherently spread over a 1 MHz spectrum centered at 2.5 MHz, in this particular case. 
The received signal was despread and computed as a complex time-dependent quantity (Equation 
7). The magnitude of the ETC (Equation 73) was analyzed and an epoch of time was chosen which 
corresponded to the moment when the maximum amount of first-sound energy passed through the 
specimen. This was the direct sound; subsequent sounds were due to later signal arrivals, such as 
those caused by reflections and reverberation o f sound within the object being scanned. The 
magnitude ETC for this first sound is plotted in Figure 33 and the phase ETC is plotted in Figure
34.

It should be recognized that the lateral resolution of these images is of the order of 2 mm, 
even though the ultrasound crystals from which the images were obtained were unfocussed, The 
use of TDS effectively narrowed the beamwidth of the crystals by coherently rejecting non-direct- 
path signals which took a longer transit time than the direct-path signals. This is a general property, 
and has been extensively utilized in ultrasound imaging at JPL. And, while the pattern of Figure 
33 relates to the logarithmic attenuation of energy at each pixel location, the pattern of Figure 34
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relates to the exchange relationship between the two quadrature components of energy density 
making up the total energy density. For a simple structure, such as this brain section, which does 
appreciably alter the shape of the separate components of the energy density packet, the pattern of 
Figure 34 relates to the change in arrival time relative to the epoch chosen for the moment of energy 
arrival. Each dark-to-white-to-dark transition in Figure 34 corresponds to an arrival time range of 
1 microsecond, which is approximately 1.5 mm of path length in water. By comparing the 
amplitude and phase ETC images, it is possible to gain more information about the specimen than 
would be possible from observing only one image. For example, the contours of the formalin filled 
plastic bag, in which the specimen was placed, can be clearly discerned in the fringes at the bottom 
of the image, Also, the gray and white matter o f the brain show a distinctly different attenuation, 
whereas there is little distinction in the relative speeds of sound, The glioblastoma, which show a 
significant attenuation, do not cause a change in speed of sound. It is apparent that there are features 
which reveal themselves in phase but do not show in amplitude, and conversely.

Although these represent ETC transmission images, those who are familiar with acoustic 
and electromagnetic reflection images should recognize that a significant benefit can also result in 
such cases when phase images are combined with amplitude images.

SUMMARY

Einstein said, “It is the theory which determines what we can observe”. That is true, even 
in acoustics, for it is our theory that establishes how a particular process may be characterized in 
terms of some frame of reference. Having established a frame of reference, and, from our theory, 
a basis of relationships that ought to exist on such a frame, we can postulate the manner in which 
a stimulus might elicit a response. And from this we can set up apparatus which interacts with the 
process in some small but finite way so as to provide a measurement of the energetic exchanges 
involved in this frame of reference.

But self-consistency of the theory and of measurements performed on its frame of reference 
should not be taken to mean that this is the only possible frame of reference that can be used for 
this theory. We can recast the theory in terms of alternative frames of reference, an infinite number 
of which are available for our use. Equally valid, but independent characterizations under some
conditions C, is what I have referred to as alternatives. The condition of Lebesgue square measure 
provides a very good basis for a particularly useful set of alternatives that can be utilized for 
acoustics and signal analysis. This paper outlines the theory of alternatives and sets out a few of 
the properties that such alternatives must possess.

When these concepts are applied to the very practical world of acoustics, we can begin to 
see some of our present endeavors in a slightly different light. It is clear that the attribute which 
we call time and the attribute which we call frequency are but two of the available alternative frames 
of reference. The reason why a description cannot be completely coprecise in “frequencyness” and 
“timeness” is because they are alternative representations of the same thing and are related through 
a mapping relationship that can be characterized by a zero curvature hyperplane.

It is my hypothesis that our ceaseless search for some description, be it Wigner distribution 
or other, which can somehow present frequency and time (or any Fourier transform related 
alternatives) on a common coordinate basis, is tied to perceptions which are cast in higher 
dimensional frames of reference. If the same process can be viewed from alternative frames of 
reference having different dimensionality, then it is not unreasonable for a person who was 
unaware of the existence of such alternatives to attempt “glueing together” two lower-dimensional 
alternatives in such a manner as to mimic certain attributes found in such a higher-dimensional
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perception. This improperly assembled system is not a valid higher-dimensional system, but is an 
attempt to make sense out of two lower- dimensional alternative properties.

The Fourier transform, as powerful as it may be, can be seen to be nothing more than a 
specific recipe which can map a relationship from one frame of reference to a special alternative 
frame of reference having the same dimensionality. It cannot be used to map upward or downward 
in dimensionality, and hence can never be used to investigate the source of our anguish concerning 
joint behavior of attributes that map downward to time and frequency.

If the Fourier transform utilizes a mapping kernel that is characterized by a zero curvature 
hyperplane, then there should exist transforms utilizing higher curvature hypersurfaces. One such 
transform has been described in this paper and called the TDS transform because of its development 
from analysis of time delay spectrometry.

Time delay spectrometry may be broadly characterized as a method of system measure­
ment in a stimulus-response situation. This stimulus utilizes a signal that has a defined total energy 
density and a defined exchange relationship between the two quadrature components of this total 
energy density. The exchange relationship determines the effective curvature of the mapping 
hypersurface as expressed in the host frame of reference. The response o f this stimulus may be quite 
complicated in terms of the host frame of reference, but proper interpretation of this response in 
an alternative frame of reference may result in significant simplifications. The specific curvature 
of stimulus hypersurface in the host frame of reference is chosen such that certain properties of 
interest in the response to that stimulus may, in some measure, be optimally clustered in the 
alternative frame of reference and separated from undesired components. Selective isolation of the 
properties of interest, a process of spatial filtering within the alternative frame of reference, is to 
be performed within the TDS processor. Once extracted, the desired property may then be mapped 
back down to the host frame of reference for interpretation.

A number of practical TDS acoustic measurements have been presented as examples of this 
process. These examples are admittedly quite simple, inasmuch as the results have been directed 
toward system characterizations that can be expressed as well-known time domain or frequency 
domain properties.
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United States Patent Office P.^
In accordance with the present invention, there is pro- 

M f MSl  vided apparatus for measuring the radiation from a test
Rkhart ^  ^  r.iifnm fa body by tnergizing il *° P«w»w* radiation which varies

Jnrttareof rap,dly “  frequcncy' A detector«»located •  distance
ofC iS fom i ^  C*“ '» *  « « » « *» ■  from the test body. The detector has a narrow passband

Hied Jan. 15. IMS, Ser. No. 697424 filter whose passband frequency tracks the frequency of
In t CL G41» 9/23 radiation at the test body. The filter passes only that

U A  CL M3—14 15 Claims radiation which is received directly from the test body.
_ _ _ _ _ Thi s occurs because the passband of the filter reaches

    10 the frequency of radiation which previously emerged from
ABSTRACT OF THE DISCLOSURE the test body at the same time as the radiation, traveling

Apparatus for measuring the amount of sound or elec- through the air or other medium, reaches the detector
tromagnetic radiation from a test object at various fre- fflter- Radi3lion reflected or otherwise made to emerge
quencies while the test object is in an environment con- tro m  an> otber o h ** ® the environment takes a shorter
taming radiation reflecting objects whose output could 16 or longer Path and arrives at a time when the filter is
easily be confused with output from the test object In 1,01 tuned to pass i t
one application for measuring sound reflections from a 1° o n t application of the invention, the response of a
test object the apparatus comprises a loudspeaker driven loudspeaker is tested in an ordinary room containing
by a sweep frequency oscillator and a microphone whose 80Und reflecting surfaces, by energizing the loudspeaker
output is filtered by a sweep frequency filter. The pass- *6 with signal* from a sweep frequency oscillator. A  micro- 
band frequency of the filter follows the frequency of the Phone is positioned a fixed distance from the loudspeaker
oscillator by a delay equal to the time required for sound *° d *6*  ’" “"d fro® II- The output of the microphone is
to travel from the loudspeaker directly to the object and P a ^  through a tunable bandpass filter. The filter is tuned
directly back to the microphone. Accordingly, the filter o*- driven to track the frequency of the sweep frequency
is always tuned to pass the frequency of sound waves 26 oscillator, the offset in tracking being equal to the time
following this direct path, and to rejection sound waves required for sound to travel from the loudspeaker through
which arrive at a later time when the filter has already *he air directly to the microphone. Thus, when the sound

on to a new frequency. * aves of a particular frequency emerging from the loud­
speaker reach the microphone, the filter is tuned to that 

“ ' 8 0  frequency. Sound reflected from objects in the room reach 
BACKGROUND OF THE INVENTION die microphone at a later time when the filter is tuned

to a different frequency, and they do not pass through the 
This invention relates to apparatus and methods for filter. The amplitude of the filter output can be displayed

measuring the spectral response of an object. as a function of the frequency of the oscillator at each
It is often necessary to measure tlie amount of radia- 35 instant, to show the spectral response of the loudspeaker,

tion emanating from a body at various frequencies. For The invention can be used to measure the spectral re­
example, the output of a loudspeaker at various fre- fponse 0f a passive test object in an environment o f other
quencies, or the acoustical reflection or transmission char- objects by projecting radiation at the objects and measur-
acteristics of a door or other object at various frequencies fog the amplitude of radiation emerging from just the test
must often be determined. It might appear that the acous- 40 object For example, it may be desired to measure the 
deal output of an object could be determined by ener- acoustical reflection or transmission coefficients of a door
gizing it with a sine wave at one frequency and measur- at various frequencies when the door is in place. This
ing the sound radiation at a location near the object, requires that reflections or transmissions from the se*l-
repeating this procedure for various frequencies within jng areas around the door be eliminated. In accordance
the band of interest. However, the object is generally 45 wjtfi this invention, a loudspeaker and microphone are 
surrounded by many otber objects which reflect the sound Kt up on directly opposite sides of the door to measure
waves and prevent the determination of the output of sound transmission through it  The loudspeaker is ener-
the particular object under investigation. gized by a sweep frequency oscillator and the microphone

Special anechoic test chambers have been constructed output is filtered by a tunable filter. The passband of the
for providing an environment free of extraneous reflect- 60 filter is offset from the oscillator so that the filter reaches 
ing objects, for testing a single object However, these a previous oscillator frequency after a delay equal to the
facilities are expensive, particularly in the case of anechoic transit time of sound directly from the loudspeaker to the
chambers for electromagnetic radiation such as radio door and ther to (he microphone. The sweep is fast
waves. Furthermore, there are many situations where the enough ar.d the paisbund narrow enough to eliminate
characteristics of an object in a particular environment 55 sound taking a longer path, such as a path passing 
must be measured, where an anechoic test area cannot through the seal around the door.
be used. For example, the object may comprise a wall The inventiou can ' e used to detect objects such as
area of an auditorium, and it may be desired to measure pipes lying in the gr.und at any particular depth, to
the reflection characteristics of that wall independently detect defects in matewals at particular depths, and in
of the floor, ceiling or other wall areas. 60 many other applications. Furthermore, electromagnetic

OBJECTS AND SUMMARY OF THE INVENTION radiation may be used in the same manner as sound radia-
tion, by replacing a loudspeaker and microphone by 

One object of the present invention is to provide ap- antennas.
par at us which measures the acoustical characteristics of in one embodiment of the invention, tie  sweep fte-
an object or area located at a predetermined distance. 85 quency oscillator comprises a linear voltage controlled 

Another object of the invention is to provide apparatus oscillator which is driven by a circuit that generates ramp
fo r  measuring the amplitude of radiation from an object voltages. The output of the sweep frequency oscillator,
at various frequencies. whose frequency varies at a constant rate, is delivered to

Still another object o f the invention is to provide ap- a loudspeaker directed at a test object. The received
paratus for measuring the phase shift of radiation from 70 radiation is denoted by a microphone. The output of the
an object at various frequencies. microphone is delivered to a multiplier or modulator cir-
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3 4
coft which also receives tbe output of the sweep frequency The output of die microphone 1C k  delivered to a tun-
oscillator. Tbe output of the multiplier is equal to the able filter circuit 19 having a narrow passband, tbe pa»-
differeoce in frequency between the transmitted and re- band center frequency varying with tipe. The tunable
ceived radiation. This difference frequency is constant for filter 19 comprises a mixer or modulator 20 which mines 
a given radiation path. .  tbe transmitted frequency from oscillator I f  with Os

The output of tiic multiplier is delivered to a narrow output from tbe microphone. Tbe mixer output includes 
band filter, whose center frequency is equal to that differ- the difference frequency A/ which is equal to the change 
ence frequency -vhich is obtained for sound waves fol- in frequency of the oscillator output during the interval
lowing a particular path. The filter output is rectified and A/ required for sound to pass from the loudspeaker M
delivered to the Y  or vertical input of an oscilloscope w  to tbe test object 10 sod then to the microphone l i  
for indicating tie  amplitude of tbe filtered signals at every Only this difference frequency A/ passes through a nar- 
instant The X  or horizontal sweep of tbe oscilloscope is row bandpass filter 21 of the tunable filter circuit The 
driven by the same ramp voltage which drives the vari- tunable filter 19 therefore acts as a filter which tracks 
able frequency oscillator. Tbe oscilloscope shows tbe the sweep oscillator output /( I)  by an offset frequency 
amplitude response to the object being tested at each jg  Af ,  Le, it acts as a filter of a frequency / ( / ) — A/. The 
frequency. output of tbe filter 19 therefore has an amplitude pro*

The novel features of tbe invention are set forth with poitiooal to tbe amount of sound reflected from the tested
particularity in tbe appended claims. Tbe invention will object
best be understood from the following description when Sound waves reflected from an interfering object 12
read in conjunction with tbe accompanying drawings. go travel along a path which is different from tbe path of

BRIEF DESCRIPTION OF THE DRAWINGS
FIGURE 1 is a simplified block diagram of a tune a delay of more than At .  When these waves arrive at As

delay spectrometer constructed in accordance with the microphone 16, the tunable filter 20 has already been
invention; _ gg tuned to a different frequency, so that the reflections from

FIGURES 2A through 2D illustrate several applies- the interfering object do not pass through the filter. Ac­
tions of the invention; cordingly, they do not affect the output of the filter. In

FIGURE 3 is a more detailed block diagram view of a similar manner, waves traveling directly from the loud-
a time delay spectrometer of the type shown in FIGURE speaker 14 to the microphone 14 arrive too early to pass
1; and 80 through the filter and affect its output.

FIGURE 4 is a block diagram of a time delay spec- The output of the tunable filter 19 represents the ampH-
trometer constructed in accordance with the invention tude of sound reflections from tbe test object, tbe ampli-
which indicates phase delay at various frequencies. *ude at any instant representing the coefficient of reflee-

DESCRIPTION OF THE PREFERRED tioo for a pxticular frequency. If  a direct current meter
EMBODIMENTS 35 wlth very s,ow response time (e.g, less than a second

for 1 second sweeps) is energized with the filter output, 
FIGURE 1 illustrates a simplified time delay spec- the meter indicates the average coefficient of reflection of 

trometer, showing its principles of operation. The appara- the object for the range of frequencies. If  it is desired 
tus is used for determining the coefficient of reflection at to determine the reflection coefficient for any particular 
various frequencies of a test object 10 which is sur- 40 frequency, this can be done by using tbe filter output to 
rounded by various interfering objects, one of which is drive the vertical or Y  input of an oscilloscope 26. The 
shown at 17. The reflection characteristics of the test horizontal or X  axis of tbe oscilloscope is swept in syn- 
object 10 ave determined by generating sound waves of cbronism with the change in frequency of the sweep osciT 
various free aencies with a loudspeaker 14. The sound lator 18, as by driving it with the output of the sweep 
waves reflected by both objects 10 and 12 are received by voltage generator 11.
a microphone 16. In order to measure the reflection 45 Tbe apparatus of FIGURE 1 can be used in a mu" ***1 
characteristics of the test object 10, it is necessary to of ways in addition to determining tbe reflection coeffi- 
differentiate the radiation it reflects from the radiation cients of a known object As shown in FIGURE 2A, a 
reflected by other objects such as interfering object 12. sonic transducer such as a vibrator cr shaker 15 can be

In accordance with the present invention, sound waves directed into the ground, and a geophone 17 pn«i»i™«»4 
which do not represent direct reflections from the test 50 to receive reflected sound wavee to locate an object 28 
object are differentiated by the fact that they arrive at s such as a pipe having a known frequency response char- 
different time (generally later) from the sound waves acteristic. A  more precise discriirrnation between various 
received from the test object. The manner by which the objects can be made than has b;en possible heretofore, 
radiation which traverses a shorter or longer path than The approximate velocity of sound in typical giound 
the radiation to be detected is excluded is a principal 55 compositions, water, and other media, is known, the 
novel feature of the invention. delay AI  can be adjusted for a desired depth in the par-

Tbe loudspeaker 14 is energized by the output of a ticular medium,
sweep frequency oscillator 18 whor« frequency varies Another use of the apparatus, illustrated in FIGURE 
continuously with time and at a constant rate. The oscil- 2B, is to enable the testing of a loudspeaker 14B or 
lator 18 may contain a sweep voltage generator 11 which 60 radiating device without the necessity {or an anechoic 
energizes a voltage controlled oscillator 13. The output chamber. This can be done by entrflkfa.5 the loudspeaker

^ Pi,£rCqU! nCy oscUlator at ,a ,0"  level 14B with the output from tlie sweep frequency oscillator
such as 200 Hz. and increases to a high level such as 20 Md adjustin ^  d e I a / t b e  to s  Kqui;ed for sound
kHz. dunng a one second interval, and then oegins again  ̂ . .
at 200 Hz. Tbe time required for the sound waves m 65
travel from the loudspeaker 14 to the tested object I t  loudspeaker and
and then to the mi.ropnonc 16 is a period At; fa one **? lofat,0“ °’f ™ “>phone can be varied to /neamre
application, this period may be on the order of 4 milli- °  ‘a?“  outP«-
seconds during which time the oscillator output f,e- DV5 of th c ,PPa™Uis’ cheated fa Fre­
quency changes by approximately 80 Hz. Accordingly, 70 URE 2C, is to ;asure the velocity of propagation of 
the output of the m ere r -one 16 includes a signal 16' waves m an imkruwn medium 21. For example, the type 
representing reflections of the test object, which tracks ° f  composition o a ground area is indicated by tbe veloc- 
the oscillator outpui frequsrey with an offset, such as 80 ity of propagation of sound waves of various frequencies. 
H z, representing the frequency change during the in- A  sonic transducer 23 is driven by a sweep frequency 
terval At. 75 oscillator 18C for introducing sound waves of various

3,466,662

264 TIME DELAY SPECTROMETRY



3,466,652
frequencies into the ground at one location. A detector 
25 it located a predetermined distance from the trans­
ducer 23. The output of the detector is delivered to a 
tunable filter 19C. The passband of the filter is the differ­
ence frequency / ( / ) —A/ between the frequency /( /)  of 
the oscillator IRC and an offset frequency A/ of a filter 
tuning means 27. The tuning means 27 can be manually 
adjusted to vary the offset. The offset frequency Af  is 
slowly increased from a low value, and the amplitude at 
each frequency is observed on an oscilloscope. The time 
required for sound to travel the shortest path between 
the transducer 23 and the detector 25 at various frequen­
cies is indicated by the offset required to obtain a con­
siderable amplitude output for that frequency.

While examples have hem given for sound radiation, 
it should be recognized that the same principles apply to 
electromagnetic radiation. For radio waves, antennas are 
substituted for the loudspeaker and microphone, or other 
sonic transducers, and in many situations higher frequen­
cies sre used. FIGURE 2D shows a setup for measuring 
the output of a transmitting antenna 29 at a particular 
angle D  by detecting the radiation with a receiving an­
tenna 31 positioned at that angle. This can be done in 
the presence of a reflecting body 33 in the environment.

FIGURE 3 is a more detailed block diagram of a cir­
cuit for generating a sweep frequency to energize a trans­
mitter to control a tunable filter. The sweep frequency 
oscillator 30 comprises a sweep voltage generator 32 that 
generates ramp voltages. The sweep frequency oscillator 
also includes a high frequency voltage controlled oscil­
lator, or VCO 30 which generates a sinusoidal output 30' 
having a frequency linearly proportional to the voltage 
input thereto. The output of the VCO repeatedly sweeps 
between a lower frequency, such as 100 kHz. and a higher 
frequency such as 120 kHz. in a sweep time such as one 
second, the frequency changing at a constant rate during 
each sweep.

The output of the VCO 30 is delivered to a mixer circuit 
35, where it is modulated by the output of a manually 
tunable oscillator 39. The manually tunable oscillator 39 
has a constant frequency output 39' of a frequency 
lOOJt—Fo. The mixer 3 i generates au output 33' hav­
ing a frequency equal to the difference between the out­
puts of the VCO 30 rod the manual.y tunable oscillator 
38 (the sum frequencies are filtered out by a filter, not 
shown). The difference frequency sweeps between F« 
and 20ifc+F, in synchronism with the sweep output of 
the VCO. This difference frequency output 38' is de­
livered to a loudspeaker 48 to dnve it  

The loudspeaker 48 directs its output to an object 42 
which reflects some of the sound waves to a microphone 
44. The length of the direct path from the loudspeaker 
40 to the object 42 and from thence to the microphone 
44 is accurately known. During the time At  required to 
traverse this path, the loudspeaker frequency changes 
by an amount A/  equal to F0 (F0 is chosen to be this 
value). The output of the microphone 44 is delivered to 
a tvruafcle filter 44 for passing only those received fre­
quency components which represent reflections from the 
object 42.

The microphone output is first delivered to a modulator 
or mixer circuit 48 of the tunable filter the mixer circuit 
48 also receives a signal from the VCO 35 to the sweep 
frequency oscillator. The mixer circuit 48 delivers a signs’ 
which contains the difference between the frequencies 
of its imuts. The portion 48' of this signal which repre­
sents reflections from the test object 42 is at a known 
frequency, such as 100 kHz. This difference signal 48' 
is passed to a narrow band filter 54 which passes only 
a very narrow frequency component, such as the 100 
kHz. component. The filtered output passes through a 
rectifier 58 to the tunable filter output 60. The output 
at 60 has an amplitude at all times proportional to these 
inputs to microphone 44 which represent reflections frc-m 
the object 42.

6
In considering the operation of the circuit of FIGURE 

3, the tunable filter 44 acts like a narrow filter
whose frequency can be varied. An output from the sweep 
frequency oscillator performs this variation so that the 
tunable filter passband tracks the frequency of the loud­
speaker output by the required offset This is accom­
plished in the actual circuit by mixing the transmitted 
and received frequencies and passing the difference fre­
quency through a constant frequency filter which is set 
to pass only the required offset frequency.

The output signals of the tunable filter can be viewed on 
an oscilloscope 52 by connecting the output 44 to the 
Y, or vertical input of the oscilloscope. The X  or hori­
zontal sweep is taken as the voltage output of the volt­
age sweep generator 32 in the sweep frequency oscillator.

It should be noted that at any given instant, the X  
axis sweep of the oscilloscope 52 represents the frequency 
being transmitted, while the Y  axis represents die ampli­
tude of the signals transmitted at an earlier time. Because 
of this offset, the highest frequencies from die test ob­
ject 42 arc received at a time when the oscilloscope be­
gins a new sweep, and the object response to these fre­
quencies cannot be measured. The response at a high fre­
quency can be measured by increasing the maximum 
frequency within the sweep band, or by sweeping in a 
reverse direction, that is, by starting each sweep at the 
highest frequency and decreasing linearly to the lowest 
frequency.

The rejection of sound radiation from other objects 
in the environment, by the circuit of FIGURE 3, is 
based on the different time or arrival of radiation from 
these other objects. The output of the microphone 44 
may contain additional frequency components, such as 
that shown at 44” which represents radiation following 
a longer path. This will give rise to a component 48” 
at the mixer output, which is too high in frequency to 
pass through the narrow band filter 54. In order to ad­
just the apparatus to a different radiation path length 
between the loudspeaker, object and microphone, the 
output 39' of the manually tunable oscillator is adjusted. 
The path length for which radiation will be detected 
varies in direct proportion to the component F , of the 
output 39' from the manually tunable oscillator.

While information about the amplitude of radiation 
from a particular body is useful, information about the 
phase of radiation from the body is also of importance. 
Knowledge about the exact phase shift indicates the ma­
terial at the surface of the test body, or the exact range 
of the body. For example, a precise determination of the 
phase shift of reflected radiation can indicate the dis­
tance of an object within a small fraction of a wavelength 
of the highest frequency radiation.

FIGURE 4 illustrates apparatus for accutr.tely meas­
uring the phase shift of radiation from a V oiy. The ap­
paratus is similar to the apparatus of FIGURE 3 in that 
it contains a VCO 73 which is driven by a sweep voltage 
generator 72. T ie  VCO output is modulated by a con­
stant frequency signal ir. a mixer 74, whore output if 
delivered to a loudspeaker 74. The loudspeaker radiate* 
round which reaches a microphone 78, and the micro­
phone output is delivered to another mixer 8ft. The sec­
ond mixer modulates the microphone output with the 
VCO output, and the difference passes to a narrow band 
filter 82. The filter output can be used to measure the 
frequency response of a test object in the manner de­
scribed above in connection with FIGURE 3, or it can 
be used to measure phase shift using the rest of the circuit 
of FIGURE 4.

In the circuit of FIGURE 4, the output of the narrow 
bandpass filter 82 is passed through a limiter 84 to re­
move amplitude variations. The limiter output is deliv­
ered to a phase detector 86 for detecting the phase differ­
ence between the transmitted and received radiation. The 
phase of the transmitted radiation is derived from a divid- 

76 er or countdown circuit 88 whose frequency is a fraction
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of the frequency of a crystal reference oscillator 90, and 
in a controlled phase relationship. The crystal oscillator 
output also is divided by a frequency synthesizer 92 to 
obtain the mixer signal which is delivered to the loud­
speaker. The reason why the frequency synthesizer 92 is ,  
used is to enable the generation of any frequency within 
a range, with a very accurately controlled frequency and 
with a predetermined phase relationship to the crystal 
oscillator Output 

The phase difference between fee transmitted and re- j@ 
ceived radiation is indicated by the output from the phase 
detector 86. The phase difference for any frequency within 
the band of transmitted frequencies (except for a small 
frequency band at the low end of each sweep, as described 
above) can be measured on an oscilloscope. The phase 
detector output 86' is delivered to the Y-axis input 
of an oscilloscope 94, w hose X  axis is swept by the output 
of the sweep voltage generator 72. The oscilloscope then 
displays the phase shift along the frequency band of trans­
mitted frequencies.

As described above, the invention allows for the detec­
tion of radiation of known frequency from a particular 
object while rejecting radiation of the same frequency 
from other objects, by reason of the different path lengths. 
While this can be accomplished with a continually swept 25 
frequency, it can also be performed with radiation which 
repeatedly steps in frequency. In such a case, the filter 
can also step in frequency, or be swept. The problem 
with such an arrangement is that the radiation at 
any particular frequency has a starting transient. It re­
quires an appreciable time for the starting transient to die 
down, and this time often may exceed the difference 
in time for different radiation path lengths in the testing 
environment. On the other hand, a continuously swept 
frequency (during sweep periods) generally eliminate* 35 
transients, and better discrimination is possible.

The rate of frequency variation must be high enough 
so that radiations following substantially different paths, 
taking them to two different bodies in the environment, 
arrive at times when the filter is at two substantially differ- 40 
cnt frequencies. The difference in center frequency of the 
filter passband at the different arrival times must be 
sufficient to exclude the unwanted radiation. The required 
difference depends upon the width of the filter passband.
For example, for objects close enough to each other 45 
to provide a difference in p ith length of eight feet, and a 
filter of 140 Hz passband width for 6 db rejection, a 
sweep rate of 20 kHz per second will be sufficient A  pass­
band approximately equal to the square foot of the sweep 
rate yields optimum special discrimination while retain­
ing optimum frequency discrimination. For a greater 
frequency discrimination, i.e., to measure response at fre­
quencies close to each other, a filter of narrower band­
width must be used, together with a lower sw;:p rate. 
This reduces the ability to discriminate against objects 
close to the desired object, i.e., spacial discrimination. 
Alternatively, spacial discrimination can be ini reased at 
the cost of frequency discrimination.

Although particular embodiments of the invention have 
been described and illustrated herein, it is recognized that 
modifications and variations may readily occur to those 
stalled in the ait, and consequently, it is intended that 
the claims be interpreted to cover such modifications and 
eq dvalent8.

What is claimed is:
1. Apparatus for time delay spectrometry comprising: 
transmitting means for transmitting radiation which 

varies in lrequency with time; 
receiving means for receiving said radiation; 
means coupled to said transmitting and receiving means 

for indicating the amplitude of frequency compon­
ents of radiation received by said receiving means 
which have a frequency equal to the frequency of said 
radiation at said transmuting means at a predeter­
mined previous time; and

8

50

55

60

65

70

75

means responsive to the instantaneous frequency of 
radiation transmitted by said transmitting means for 
indicating the relationship between the amplitudes 
of said frequency components and the frequency of 
said rotation;

2. Apparaatus as defined in claim 1 wherein:
said transmitting means comprises means for varying 

fee frequency of said radiation substantially con­
tinuously during sweep periods, whereby to avoid 
transient signals.

3. Apparatus as defined in claim 1 wherein:
said transmitting means comprises a sweep frequency 

oscillator for generating a signal whose frequency 
varies substantially at a constant rate during sweep 
intervals and a transducer dri ven by the output of said 
oscillator, and 

said means for detecting comprises tamable filter means 
coupled to said receiving means, and means coupled 
to said oscillator for controlling the passband fre­
quency of said filter means.

4. Apparatus as defined in claim 1 wherein:
said transmitting means comprises a sweep frequency 

oscillator whose output varies at a substantially con­
stant rate during sweep intervals; and, 

said means for detecting frequency components com­
prising:

modulator means having a first input coupled to 
said receiving means, a second input coupled to 
said transmitting means for receiving signals of 
a frequency which varies at fee same rate as 
the frequency of transmitted signals during at 
least a portion of said sweep intervals, and an 
output; and

a narrow passband filter coupled to said output 
of said modulator means.

5. Apparatus for measuring the amplitude of radiation 
from a first body, independently of radiation of the same 
frequency from another body, comprising:

means for energizing said first body to produce radia­
tion which continuously varies in frequency during 
predetermined intervals; 

radiation detecting means spaced from said bodies for 
detecting, at each instant, substantially only the com­
ponents of said radiation which have a frequency 
equal to the frequency of radiation emerging from 
se Id first body at a time which is previous by a period 
equal to the time required for said radiation to tra­
verse the distance between said first body and said 
detec ing means; and 

means coupled to said radiation detecting means for 
indicating substantially the relationship between the 
ampbuide of said components detected by said detect­
ing means and their frequency.

6. App ratals as defined in claim 5 wherein:
said means for energizing comprises means spaced a 

predetermined distance from said first body for gen­
erating radiation; and 

said ra liation detecting means comprises transducer 
means for converting radiation passing a particular 
area into electa cal signals, tunable filter means cou­
pled to said means for ene. giving for passing only 
frequency components representing the frequency erf 
said radiation at said first body at a time which is 
previous by a period substantially equal to said time 
required for said radiation to traverse the distance 
between said means for generating radiation and said 
first body plus the time requ.red for said radiation to 
traverse the distance between said first body ami said 
detecting means, and mca.is for indicating the ampli­
tude of said frequency components.

7. Apparatus as deTned in claim 5 wherein: 
said means for ew rgizing includes means fur varying

said frequency at a constant rate; and 
said radiation detecting means comprises filter means

266 TIME DELAY SPECTROMETRY



coupled to Mid neam for generating to pan only

3,466,652
9

components of received radiation having a frequency 
which differs from the frequency of said radiation at 
said means for energising  by a predetermined differ­
ence frequency, and means for indicating the ampli­
tude of components of said difference frequency.

8. A  method for indicating the radiation characteristics 
of an object in an environment of other bodies which can 
radiate comprising:

applying radiation which varies rapidly in frequency, 10 
to said object;

detecting radiation at a point spaced from said object; 
and

filtering said detected radiation to determine the ampli­
tude of only the components having a frequency equal 15 
to the frequency of radiation at said object at a pre­
determined time pievious to its detection.

9. A method as defined in claim 8, including: 
indicating the relationship between the amplitude of

said components in said detected radiation and the go 
frequency of radiation at said object which produced 
those components.

18. A method as defined in claim 8, including: 
indicating the phase relationship between said com­

ponent in said detected radiation and the phase cd 25 
said applied radiation.

11. Apparatus for time delay spectrometry compos­
ing:

transmitting means for transmitting radiation which 
varies in frequency with time; 

receiving means for receiving said radiation; and 
means coupled to said transmitting and receiving 

means responsive to frequency components of radia­
tion received by said receiving means which have a 
frequency equal to the frequency of said radiation 33 
at said transmitting means at a predetermined pre­
vious time, for indicating the phase shift between 
said frequency components and said radiation at 
said transm'ttmg means at a predetermined previous 
time.

12. Apparatus for time delay spectrometry compris­
ing:

transmitting means including:
means for generating a sweep signal which varies 

linearly with time, 
means for generating an offset signal of constant 

offset frequency, 
a mixer for mixing said sweep and offset signals, 

and
means for transmitting an output of said mixer, 80 

receiving mans for receiving raid output transmitted 
by said means for transmitting; and 

means coupled to said transmitting and receiving means 
including:

modulator means for modulating signals from said 
receiving means with signals from said trans­
mitting i nears which vary at the same rate as 
said s i eep signal, 

band pass filter means coupled to said modulator 
means for passing a particular freqeuncy, and 80 

phav. detection means coupled to the output of 
said band pass filter means and said means for 
geisereting an offset signal, for generating a 
signal indicating the phase difference between 
the output of said band pass filter means and a 85 
signal derived from said offset signal.

13. Appiratus for measuring the amplitude of radia­
tion from transducer means, independently of radiation 
of the sox n frequency from another body, comprising: 

means f jt  generating an electrical signal which varies 70 
in frc ueacy with time;

means for applying said electrical signal to said trans­
ducer means; and 

radiation detecting means spaced from said transducer 
means and said another body for detecting substan­
tially only the components of said radiation which 
lave a frequency equal to the frequency of radia­
tion emerging from said transducer means at a time 
which is previous by a period equal to the time re­
quired for said radiation to traverse the be­
tween said tarnedoeer means and said 
means.

14. Apparatus tor measuring the response character­
istics of a body comprising:

a variable frequency oscillator, including means for 
sweeping its frequency along a band of frequencies 
at a predetermined constant rate with respect to 
time;

means for applying toe output of said oscillator to 
said body to cause the emanation of radiation from 
said body;

transducer means for detecting said radiation; 
modulator means for modulating the output from said 

transducer with a signal which varies r t said prede­
termined constant rate; 

pass band filter means coup’ed to said modulator 
means for passing frequeue; components of a par­
ticular frequency; and 

means coupled to said filter means and said nscillainr 
means for indicating the relationship between the 
frequency of said radiation which was applied to 
said body at a predetermined instant and toe am­
plitude of said frequency components, whereby to 
obtain the amplitude response of said body at va­
rious frequencies.

15. Apparatus for time delay spectrometry compris­
ing:

first oscillator means for generating signals which vary 
in frequency at a constant rate during predetermined 
periods;

second oscillator means for generating a signal which 
I  as a constant fre-mency; 

first miring meat s for mixing the out nits of said first 
and second oscillator means to obtain a signal for 
radiating which is offset in frequency from the out­
put of said first o scillator means by a predetermined 
frequency dependent upon the output of said second 
oscillator means; 

second mixing means for mixing detected radiation 
signals with the output of said first oscillator means; 

filter means coupled to said mixing means for parsing 
only components of a predetermined frequency; 

means coupled to said second oscillator means for de­
riving a signal having a frequency' which is a pre­
cisely constant multiple of the freqeuncy delivered 
by second oscillator means to said first mixing means; 
and

phase detection means for indicating the phase between 
said components from said filter means and the sig­
nal fiom said means for deriving a signal.
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[57] ABSTRACT
A  method and app aratus is disclosed for use of a linear 
frequency chirp in a transmitter/receiver (14/16) hav­
ing a correlator to synthesize a narrow beam width pat­
tern from otherwise fcroadbeam transducers when there 
is relative velocity b , tween the transmitter/receiver 
(14/16) and the target. The chirp is so produced in a 
generator (20) u- b mdwidth, B, and time, T , as to pro­
duce a tiroe-bandwidth product, TB, that is increased 
for a narrower angle. A  replica of the chirp produced in 
a generator (26) is time delayed and Doppler shifted for 
use as a reference in receiver (16) for correlation of 
received chirps from targets. This reference is Doppler 
shifted to select targets preferentially, thereby to not 
only synthesize a narrow beam but also aim the beam in 
azimuth and elevation.

12 Claims, 8 Drawing Figures
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1  2
sizing a narrow radar beam. As w j I be explained more

METHOD FOR SHAPING AND A IM IN G  NARROW fully hereinafter, the half angle of the beam decreases as
BEAMS that ratio increases, but since there is a practical limit in

producing relative velocity that is commensurate to the
O R IG IN  OF TH E  IN VE N TIO N  5 speed of light, it is not generally practical to try to

The invention described herein was made in the per- reduce the width of a radar beam for earth bound appli-
formance of work under a NASA contract and is sub- cations. However, spaceflight and satellite applications
ject to the provisions of Section 305 of the National may produce a relative velocity that is commensurate to
Aeronautics and Space Act of 19SS, Public Law 85-568 the speed of light to permit the present invention to be
(72 S u t 435, 42 USC 2457). 10 utilized. One application may be for a spaceship (or

TECHNICAL F IE L D  “ rth station) * ° trmck *** Potion of another spaceshipi  c c n m c A c  r  or satellite.
This invention relates to a method and apparatus fw  __ __ „

synthesizing a narrow beam width pattern from other- STATEM ENT OF IN V E N TIO N
wise broad beam width transducers when there is a ve- In accordance with the present invention, a linear 
locity difference between the transmitter/receiver and a frequency chirp is transmitted for a known interval and 
return source of wave energy, and for preferentially received as a Doppler shifted chirp from targets
aiming the beam to select targets. through a suitable transducer as the transmitter/-

BACKGROUND ART 20 rcce'vcr moves relative to the target. When the Dop-
. pier shift is due solely to motion of the transmitter/-

In ocean floor surveying and subbottom mapping receiver, echo returns of the transmitted chirp will have
with sonar for different commercial and noncommercial & ^  ^  ,er shift for ^  from ofthctrans_
applications, .t would be desirable to form and aim a mittef/receiv£  ^  ,  tive ^  shm for
narrow sonar beam from a submerged vessel having , ’ 6 . y v  ~ __ . *?.-
both a transmitter and receiver towed at some speed, 25 behind the transmitter/receiver. Any one Doppler shift 
such as 7 knots. It has been discovered that the Doppler «“  * *  * * * * *  «  the receiver by wrreUtmg a replica
effect produced in a frequency chirp may be used to e. chirp that is delayed and Doppler
advantage to aim a beam, and that control of the time- slufted- T in>s’  by properly delaying and Doppler shift-
bandwidth product of the chirp can be used to form a ing the transmitted chirp for use as a replica in the re­
narrow beam thereby to increase the effectiveness of 30 ceiver for correlation, the beam may be aimed in azi- 
sonar mapping and surveying. muth and elevation to targets selected preferentially. To

Mapping is, of course, only one application of a sonar form a narrow beam width pattern, the time-bandwidth
system embodying the invention It may also be used in product, I  B, of the transmitted chirp is increased. An
other applications, such as in selective target identifica- increase of one order of magnitude, such as from 1,000
tion. For example, assume a command ship wishes to be 35 to 10,000, decreases the beam width by one order of 
able to determine die presence of a particular submarine magnitude, such as 12.50* to 2.5*. The operation can be
in an area having many other targets i.t the water at performed in a single sweep for real-time operation by
about the same range. The echo returns from all the selecting the tinie-bandwidth product at the time of
targets may make it very difficult to deten.one the pres- transmitting the chirp, and selecting the time delay and 
ence of the submarine if all targets have about the same 40 Doppler shift for the chirp replica to be used in the 
relative velocity as the submarine. If  the particular sub- correlation. However, having selected the beam width
marine returns a transponder produced echo that is (by preselecting the time-bandwidth products for suc-
Doppler shifted more than expected echo returns from cessive sweeps), and having recorded the echo returns,
any other target in the water, the submarine can be js possible to preferentially aim the beam at targets in
easily identified by correlating the signal received from 43 different directions at different timcs by performing the
the transponder with its replica at the receiver Still ^ , 3^  with ,  ,ica timc deIayed Doppler
other applications will occur to thore skilled m tihe art. shifted ired on difrerent daU processing passes.

Although the invention will be first desenbed in ^  novel4features that are considered characteristic
terms of synthesizing and aiming the narrow beam m , .. . . ..
real time, it can be readily appointed that in practice 50 of “ vention are set forth with part.culanty m the 
the transmitted and received sonar signal may be re- » P P < ^  chums. m e n tio n  w ill best be understood 
corded, such as on magnetic tape, for later processing. fro™ * e following description when read in connection 
In the later processing, the technique to be described w e accompanying drawings, 
can be applied as though the data were being received BRIEF DESCRIPTION OF DRAW INGS
in real time. An advantage is that the same data can be 55 _ _  ... . . . .
processed repeatedly, each time effectively aiming the F IG . 1 lllus,rates a submerged vessel towing a sonar
beam in the direction of a different target. It should also transmitter/receiver.
be understood that the basic concept of the invention FIG . 2 shows a typical sonar beam pattern,
may be used with radar, since electromagnetic wave FIG . 3 shows the beam of F IG . 2 made narrower and
energy will respond to the same principles in respect to 60 aimed in accordance with the present invention, 
the Doppler efTect occurring when the source and the F IG - 4 illustrates in general terms the methodology
receiver are in motion relative to each other, as with ° f  trie present invention.
acoustical wave energy. FIG . 5 graphically illustrates the technique for aim-

It will be shown that the ratio of the velocity of the ing a beam considering only Doppler rhift.
relative motion to the speed of sound in water is an 65 FIG . 6 illustrates the technique of FIG . 5 considering 
important factor in synthesizing a narrow sonar beam. both Doppler shift and time delay.
The corresponding ratio of the relative velocity to the FIG . 7 illustrates a block diagram of a sonar system
speed of light is likewise an important factor in synthe- embodying the present invention.

4,287,578

270 TIME DELAY SPECTROMETRY



4,287,578
3 4

FIO . 8 illustrates a block diagram of the system of was multiplied by the chirp signal transmitted and de-
F IG . 7 for off-line data processing. layed as well as Doppler shifted. Only those received

BESTMODEF̂ £JSSJNOOUTTHE ft'S H lE S -K BS produced a multiplication product that can be charac- 
Referring now to the drawings, F IG . 1, illustrates a terized as a steady tone. A ll other Doppler shifted sig-

submerged vessel 10 towed by a ship 12. The vessel nals produced products characterized by a varying
contains a sonar transmitter 14 and receiver 16. The tone. The particular received signal, whose path delay
transmitter/receiver apparatus is used in ocean floor between the transmitter and receiver was equal to the
surveying and subbottom mapping for scientific or com- to delay of the Doppler shifted chirp, produced a zero 
mercial applications with the ship moving at about 7 frequency (DC ) signal upon multiplication with the 
knots. The sonar beam pattern is typically of the shape delayed and Doppler shifted chirp. Integration of the 
shown in F IG . 2, having a main lobe of 3 db half angle multiplier output enhances the amplitude of the zero
<f>, and a plurality of side lobes. frequency signal, and diminishes all other signals in a

Since the sonar vessel is moving through the water at IS manner well understood as a matched filter process, 
a significant velocity, there is a substantia] Doppler shift The output of this summation (integration) is the target 
produced in the sonar echo signals received. A  method data that may be displayed.
and apparatus for using this Doppler effect to synthesize There are a numlter of different ways to implement a
a narrow beam, or to aim the beam, can increase the correlator. The foregoing technique is only one pres-
effectiveness of the sonar surveying and mapping appa- 20 ented here by way of example, and not by way of Umita- 
rat us. FIG . 3 illustrates both aiming the beam in eleva- tion.
tion and reducing the beamwidth angle 0 . As w ill be The foregoing discussion is general, and is easily 
appreciated from the discussion that follows, either or understood by assuming for simplicity aiming in eleva-
both effects of a Doppler formed beam can be achieved tion only in a vertical plane passing through the vector
as a spatial directional pattern for preferential transmis- 25 of vessel motion as shown in FIG . 3. However, it can be
sion of signals based upon relative motion between the readily appreciated that aiming can be extended in azi-
transmitter (source of signals) and the receiver (detector muth as well since any change in azimuth will alter the
of sonar echos) when the transmitter and receiver are Doppler shift established by a beam at the same eleva-
collocated, and objects in the resulting beam are at a tion, but at zero azimuth. However, a problem does
distance. 30 arise in the ambiguity between a target with a negative

Briefly, objects are preferentially selected in azimuth azimuth angle and a target with a positive azimuth an-
and elevation from a multiplicity of echo returning gle, when both have the same elevation. This ambiguity
objects at the same or nearby range during each succes- can be resolved by using a sonar that is looking only to
sive sweep using a correlator at the receiver for the one side. Then aiming can be carried out in azimuth and
Doppler shifted return of the selected objects, and the 35 elevation without ambiguity.
narrow beam is formed by control of the time-band- To look to only one side, the sonar apparatus is in­
width product, TB, at the transmitter. This technique is stalled in the vessel with a transmitter/receiver canted
illustrated in general terms by FIG . 4 which indicates to one side. Synthesizing a narrow beam by controlling
for the transmitter 14 the general function of transmit- the time-bandwidth product of the transmitter then
ting a known frequency chirp, i.e., a chirp of known 40 assures that the look is to only one side. Alternatively,
bandwidth, B, for a specified time, T , and for the re- arrays of transmitting and receiving transducers may be
ceiver the general function of correlating a time delayed employed for electronically canting the beam as in an
replica of the transmitted chirp with the Doppler electronically steered radar array,
shifted return from the target. Once the cant angle is set, aiming the beam is accom-

Tbe correlator is controlled to select the Doppler 45 plished by operation of the correlator for the desired
shifted return from targets in a desired direction, Doppler shift. Thus by properly using the correlator,
thereby aiming the beam in azimuth and elevation. FIG . the angular position of targets in azimuth and elevation
5 illustrates the technique graphically. Consider a chirp are selected preferentially from a multiplicity of targets
having a frequency, f, that varies linearly with time, t  at the same nearby range. The operation can be per- 
For a target at 90* from the direction of vessel motion, 50 formed for each single sweep, and by control of the 
the frequency of the return signal will follow a line of transmitted time-bandwidth product of each chirped
the same slope as the transmitted signal, indicated in the sweep, a narrower angular selection is made than would
graph of FIG . 5 as ZERO DOPPLER. For a target at otherwise be possible, i.e., a narrower beam is formed,
less than 90* from the direction of motion, the fre- To understand the technique employed to synthesize
quency of the return signal will follow a line of greater 55 a narrow beam, consider that the beam angle (as men- 
slope labeled POS. DOPPLER, and for a target at sured from the beam axis to the first null point of the 
greater than 90* from the direction of motion, the fre- main lobe as shown in FIG . 3) is determined by the 
quency of the return signal will follow a line of smaller relationship Sine d=[2v(v/c)7jB]_1 where v is the rela- 
slope labeled NEG. DOPPLER. In each case, the Dop- tive velocity between vessel and target, and c is the 
pier selected is determined by the correlator using 60 speed of sound in water. The ratio of velocity to speed 
known digital data processing techniques, either on a of sound in water is multiplied by two for the round trip 
real time basis, or off-line. to produce a value proportional to the Doppler fre-

The essential process by which the correlator func- quency shift, and the product is multiplied by the time-
tions consists of the steps of multiplication of a delayed bandwidth product TB. The sine of the angle 0  is then
reference with the received signal, over the entire chirp 65 equal to the reciprocal of that value. Thus it can be seen 
interval, followed by summation of the results of multi- that by increasing the chirp period T, or the frequency
plication. In a particular embodiment used to verify the bandwidth B of the chirp, or both, the angle 9  is de­
process of Doppler beam aiming, the received signal creased. In order to generate the narrow beam angle 9 ,
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it is preferred that the original sonar angle 4  be wider 
than 9 . This is a condition contrary to the conventional 
sonar practice of using a narrow projected angle 4 - 

Now to better understand the technique of aiming the 
beam, consider F IG . 6, which shows the effect of simple S 
time delay and of time delay phis Doppler shift. The 
presumed frequency chirp transmitted is indicated by 
the line a-b in the graph, and the return signal delayed 
by only the transit time to the target and back by a line 
c-d of the same slope.

The transit time delay plus Doppler shift of frequency 
produces a signal represented by the line e-f of a differ­
ent slope. In this case, the Doppler shifted signal slope 
is increased, representing a target being approached by 
the vessel.

A correlator detects the Doppler shifted signal for 
the duration of the sweep interval, T . Thus, for aiming 
the beam, the correlator will use as a replica a presumed 
frequency-time slope corresponding to the Doppler 
direction in which maximum beam strength is desired.

If  there is a frequency difference between the pre­
sumed slope and the Doppler shifted slope, the output 
of the correlator will diminish. In the simplest case, 
without time apodization, the output of the correlator 
will follow a (sin x)/x form, where x is a parameter 
related to the accumulated frequency difference for the 
duration of the received signal.

In a practical embodiment of this concept, a sonar 
projector is used with an essentially uniform sound 
pressure amplitude over a frequency range from l.S to 
4.5 kHz. A  transmuted chirp is used which has a slope 
of 10,000 Hz per second. This yields a time-bandwidth 
product of 900.

JSmT&toh « * » - > * * »  H * - 900 H z ^ c

A Doppler shift of three Hertz during the three kilo­
hertz sweep will yield the first null of the (sin x)/x 
response. This Doppler offset requires a velocity of 
0.7605 meters per second.

"V" “  1521 m/«ec “ 3000Hz '
v »  0.7605 n c ten  per second.

Presuming a ship forward speed of 7 knots, or 3.6008 
meters per second, a forward angle of 12.19 degrees 
produces the necessary 0.76 meter per second closing 
rate. As an example only, and not as a limitation, the 
transmitted chirp repeats every 4 seconds. At a speed of 
7 knots the positionid offset of each sonar chirp is 14.4 
meters along track. The angle 9  of the Doppler formed 
beam is approximately 10 degrees, which means that 
adjacent objects closer than 67 meters frcm the location 
of the transmitter/receiver w ill be resolved without 
range ambiguity.

Referring now to FIG . 7, a system for real time selec­
tion of targets by beam aiming is comprised of a trans­
mitting transducer 14a driven by a frequency chirp 
generator 20 in the transmitter that is controlled to 
produce a frequency signal of selected bandwidth B for 
an interval T  established by a timing generator 22. A  
variable delay 24 delays the interval T  a specified time. 
The delayed interval T  is then used to control a Dop­
pler shifted chirp generator 26, which produces a rep-

5
lica of the chirp transmitted, but Doppler shifted, for 
use as a reference in a correlator 28.

Both chirp generators are linear sweep frequency 
generators with a bandwidth B either designed into the 
generators, or selectively set into the generators. How­
ever, the linear sweep of the chirp generator 26 is not 
identical to that of the chirp generator 20, except in 
bandwidth, since its slope and frequency offset is set by 
a Doppler shift control input for the particular pointing 

10 (aiming) of the beam required at the time of each sweep, 
or at least at the time of commencing a run of successive 
sweeps.

The output of the correlator is target data that may be 
displayed on a unit 30 as a function of range (or time).

IS The X and Y  drive for the display unit is derived from 
a scan generator 32. For example, assuming time is 
plotted on the X  axis, the interval T  is used to increment 
the starting point of each sweep on the X  axis, and clock 
pulses occurring from one interval to the next are used 

20 to increment the Y axis in range. The delay control may 
be used to inhibit the Y deflection of the plot for the 
delay period indicated so as to plot only the range swath 
of interest. Since the sweeps may be in directions otber 
than abeam, depending upon the Doppler shift control 

25 input, the slope of each sweep is modified accordingly. 
For example, one counter may be used to increase the X  
deflection one unit for each interval T  to a new starting 
point for each sweep, and another counter is used to 
increase the Y  deflection following the delay set in by 

30 the delay control. The outputs of the two counters are 
then converted from digital to analog, and multiplied by 
a scan converting factor introduced in the digital to 
analog converter. The factor is, of course, a function of 
the slope, and it increases from zero at the base of each 

35 sweep as a function of the Y counter. In that manner the 
X deflection is increased by a factor A(Y/S), where S is 
the slope determined by the Doppler shift control, and 
Y is the output of the Y deflection counter. For a posi­
tive Doppler shift control to aim the sonar beam at an 

40 angle less than 90* from the direction of motion, the sign 
of the slope S is positive, and for a negative Doppler 
shift control to aim the sonar beam at an angle greater 
than 90* from the direction of motion, the sign of the 
slope S is negative. Similarly, the Y deflection is in- 

45 creased by a factor AX-S, where the sign of the slope 
remains the same for both positive and negative Dop­
pler shift.

An adaptation of the system of F IG . 7 for off-line 
data processing is shown in F IG . 8. The only essential 

50 difference is that a recorder 34, such as a tape recorder, 
is used to store: the signal from the receiving transducer 
16a; the interval signal T; and the clock pulses, which 
may be accumulated and encoded to indicate real time 
relative to some starting point, with each code change 

55 recorded indicating a lapse of one unit of time, such as 
one second. The recorded data is then played back at a 
later time for processing as before, i.e., as in FIG . 7. An 
advantage of this arrangement is that once data is re­
corded, it can be replayed a number of times, each time 

60 aiming the beam differently through the Doppler shift 
control to look at different targets.

While the process of Doppler beam forming can uti­
lize only a single transmitted chirp for each sweep, it is 
readily appreciated that combined processing of a suc- 

65 cessive multiplicity of chirps may be used to increase 
the time-bandwidth product, and thereby narrow the 
beam angle 9  for targets present in successive chirps. 
The system of FIGS. 7 and 8 are intended to include

6
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this possibility, should the need present itself. Still other 
modifications and equivalents may readily occur to 
those skilled in the art Consequently, it is intended that 
the claims be interpreted to cover such modifications 
and equivalents.

1 claim:
1. In a process for transmitting a beam of frequency 

chirped wave energy, and for both receiving chirped 
wave energy from targets having relative motion and 
for correlating time delayed chirped wave energy with 
received chirped wave energy, a method of synthesiz­
ing a narrow beam from otherwise broadbeam wave 
energy by so controlling the frequency bandwidth, B, 
and the time, T , of transmitted chirps that for a nar­
rower beam width under given conditions the time- 
bandwidth product, TB, is increased, and producing 
time delayed replicas of transmitted chirps for correla­
tion with received chirps.

2. In a process as defined in claim 1, a method of

10

IS

conditions tbe time-bandwidth product, TB, in chirped 
wave energy transmitted is increased, means for pro­
ducing a delayed and Doppler shifted replica of the 
transmitted chirped wave energy for use as a reference, 
means for correlating chirped wave energy received 
with said replica to produce target data, thereby synthe­
sizing a narrower beam width wave energy pattern than 
the pattern of said transducers, and means for displaying 
target data.

7. Apparatus as defined in claim 6 wherein said means 
for producing said delayed and Doppler shifted replica 
includes a control for providing a selected Doppler shift 
thereby to preferentially select targets for display from 
a multiplicity o f targets in different directions.

S. Apparatus as defined in claim 7 wherein said means 
for generating a delayed and Doppler shifted replica of 
the transmitted chirped energy wave is comprised of a 
chirp generator responsive to said control signals, and 
means for storing at least said time interval for use in

preferentially selecting targets by so Doppler shifting 20 ^  for g a t in g  a delayed and Doppler shifted
said time delayed replica chirps as to approximately 6 "  v /  is v y v m  « u i« .* F 1 y replica and storing received chirped wave energy for

later correlation and display, said means for generating 
a delayed and Doppler shifted replica being responsive 
to control signals for controlling the frequency band­
width and Doppler shift thereby to preferentially select 
a target for display at a later time.

9. Apparatus as defined in claim 6 ,7  or I  wherein said 
apparatus is a sonar system and said wave energy coo-

match Doppler shifted chirps returned by the targets.
3. In a process as defined in claim 2, the method of 

preferentially selecting targets, wherein Doppler 
shifted chirps correlated are transmitted chirps re- 25 
fleeted by targets.

4. In a process as defined in claim 2, the method of 
preferentially selecting a target, wherein said target 
transponds by transmitting frequency chirped wave
energy of controlled time-bandwidth product equal to 30 *®**of sound waves transmitted through water.
that of said transmitted chirps, but with a distinct syn­
thesized Doppler shift, and wherein Doppler shifted 
chirps correlated are chirps transponded by said target 
whereby said particular target may be preferentially 
selected by producing a reference signal for correlation 35 
with approximately the same distinct Doppler shift.

5. In a process as defined in claim I,  2, 3 or 4, the 
method or methods described wherein said system is a 
sonar system, and said wave energy is comprised of 
sound waves transmitted through water.

6. Apparatus for transmitting to, and receiving from, 
targets having relative motion, a beam pattern of fre­
quency chirped wave energy using relatively broad- 
beamwidth transmitting and receiving transducers, said 
apparatus comprising means responsive to control sig- 45 
nals for controlling the frequency bandwidth, B, and 
the time interval, T , during which each chirp of wave 
energy is transmitted, thereby to synthesize a narrower 
beam width than is transmittal and received by so con­
trolling the bandwidth and the time that under given SO

10. Apparatus for locating targets with transmitted 
waves of energy using collocated broadbeam transmit­
ting and receiving transducers, where said energy is 
transmitted as a linear frequency chirp of predeter­
mined bandwidth, B, for a controlled interval, T , 
thereby to control the time-bandwidth product of trans­
mitted energy for a beam of narrow width, comprising 
means for correlating waves of energy from targets 
with a time delayed replica of said energy transmitted,

40 said received waves of energy also being linear fre­
quency chirps of the same time-bandwidth product as 
transmitted chirps, and means for generating said rep­
lica with a predetermined Doppler shift, thereby to 
preferentially select a target for said beam of narrow 
width.

11. Apparatus as defined in claim 10 wherein said 
received energy is energy reflected by targets.

12. Apparatus as defined in claim 10 wherein said 
received energy is energy transmitted by a target
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